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Abstract: Given two probability measures, $\mathbb{P}$ and $\mathbb{Q}$ defined on a measurable space, $S$, the integral probability metric (IPM) is defined as

$$
\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=\sup \left\{\left|\int_{S} f d \mathbb{P}-\int_{S} f d \mathbb{Q}\right|: f \in \mathcal{F}\right\},
$$

where $\mathcal{F}$ is a class of real-valued bounded measurable functions on $S$. By appropriately choosing $\mathcal{F}$, various popular distances between $\mathbb{P}$ and $\mathbb{Q}$, including the Kantorovich metric, Fortet-Mourier metric, dual-bounded Lipschitz distance (also called the Dudley metric), total variation distance, and kernel distance, can be obtained.

In this paper, we consider the problem of estimating $\gamma_{\mathcal{F}}$ from finite random samples drawn i.i.d. from $\mathbb{P}$ and $\mathbb{Q}$. Although the above mentioned distances cannot be computed in closed form for every $\mathbb{P}$ and $\mathbb{Q}$, we show their empirical estimators to be easily computable, and strongly consistent (except for the total-variation distance). We further analyze their rates of convergence. Based on these results, we discuss the advantages of certain choices of $\mathcal{F}$ (and therefore the corresponding IPMs) over others-in particular, the kernel distance is shown to have three favorable properties compared with the other mentioned distances: it is computationally cheaper,


#### Abstract

the empirical estimate converges at a faster rate to the population value, and the rate of convergence is independent of the dimension $d$ of the space (for $S=\mathbb{R}^{d}$ ). We also provide a novel interpretation of IPMs and their empirical estimators by relating them to the problem of binary classification: while the IPM between class-conditional distributions is the negative of the optimal risk associated with a binary classifier, the smoothness of an appropriate binary classifier (e.g., support vector machine, Lipschitz classifier, etc.) is inversely related to the empirical estimator of the IPM between these class-conditional distributions.
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## 1. Introduction

Given samples from two unknown probability measures, $\mathbb{P}$ and $\mathbb{Q}$, it is often of interest (in applications such as two-sample and independence testing) to
estimate the distance (or divergence) between them. The goal of this paper is to study the empirical estimation of a popular family of distance measures on probabilities, the integral probability metrics (IPM) [29]-also called probability metrics with a $\zeta$-structure [55]-defined as

$$
\begin{equation*}
\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q}):=\sup _{f \in \mathcal{F}}\left|\int_{S} f d \mathbb{P}-\int_{S} f d \mathbb{Q}\right|, \tag{1.1}
\end{equation*}
$$

where $\mathcal{F}$ in (1.1) is a class of real-valued bounded measurable functions on $S$ (the choice of functions being the crucial distinction between different IPMs). IPMs have been employed as tools of theoretical interest in probability theory [15, Chapter 11], with applications including mass transportation problems [34] and empirical process theory [50]. In statistics, IPMs have been used in nonparametric two-sample testing, including the Kolmogorov-Smirnov test [7, 39, 40] and the kernel test [20, 21]; as well as in independence testing [20, Section 7.4], [22]. By appropriately choosing $\mathcal{F}$ in (1.1), various popular distance measures can be obtained:
(a) Kantorovich metric, Wasserstein distance and Fortet-Mourier metric: Setting $\mathcal{F}=\left\{f:\|f\|_{L} \leq 1\right\}$ in (1.1) yields the Kantorovich metric, where $\|f\|_{L}$ is the Lipschitz semi-norm of a bounded continuous real-valued function $f$ on a metric space, $(S, \rho)$,

$$
\|f\|_{L}:=\sup \left\{\frac{|f(x)-f(y)|}{\rho(x, y)}: x \neq y \text { in } S\right\}
$$

The famous Kantorovich-Rubinstein theorem [15, Theorem 11.8.2] shows that when $S$ is separable, the Kantorovich metric is the dual representation of the Wasserstein distance [15, p. 420]-more specifically, the $L_{1}$-Wasserstein dis-tance-defined as

$$
\begin{equation*}
W_{1}(\mathbb{P}, \mathbb{Q}):=\inf _{\mu \in \mathcal{L}(\mathbb{P}, \mathbb{Q})} \int \rho(x, y) d \mu(x, y) \tag{1.2}
\end{equation*}
$$

where $\mathbb{P}, \mathbb{Q} \in\left\{\mathbb{P}: \int \rho(x, y) d \mathbb{P}(x)<\infty, \forall y \in S\right\}$ and $\mathcal{L}(\mathbb{P}, \mathbb{Q})$ is the set of all measures on $S \times S$ with marginals $\mathbb{P}$ and $\mathbb{Q}$. The $L_{1}$-Wasserstein distance (and therefore the Kantorovich metric) has found applications in information theory [19], mathematical statistics [33, 55] and mass transportation problems [34].

The Fortet-Mourier metric [35, p. 17] is a generalization of the Kantorovich metric, with $\mathcal{F}:=\left\{\|f\|_{c} \leq 1\right\}$, where

$$
\|f\|_{c}:=\sup \left\{\frac{|f(x)-f(y)|}{c(x, y)}: x \neq y \text { in } S\right\}
$$

and $c(x, y)=\rho(x, y) \max \left(1, \rho(x, a)^{p-1}, \rho(y, a)^{p-1}\right), p \geq 1$ for some $a \in S$. Note that when $p=1$, the Fortet-Mourier metric is the same as the Kantorovich metric.
(b) Dudley metric: Choosing $\mathcal{F}=\left\{f:\|f\|_{B L} \leq 1\right\}$ in (1.1) yields the dualbounded Lipschitz distance-also called the Dudley metric-where

$$
\|f\|_{B L}:=\|f\|_{\infty}+\|f\|_{L},
$$

with $\|f\|_{\infty}:=\sup \{|f(x)|: x \in S\}$. The Dudley metric is used in proving the convergence of probability measures with respect to the weak topology [15, Chapter 11].
(c) Total variation metric and Kolmogorov distance: $\gamma_{\mathcal{F}}$ is the total variation metric when $\mathcal{F}=\left\{f:\|f\|_{\infty} \leq 1\right\}$ while it is the Kolmogorov distance when $\mathcal{F}=\left\{\mathbb{1}_{(-\infty, t]}: t \in \mathbb{R}^{d}\right\}$. The Kolmogorov distance is used in proving the classical central limit theorem in $\mathbb{R}^{d}$, and also appears as the Kolmogorov-Smirnov statistic in hypothesis testing [39].
(d) Kernel distance: $\gamma_{\mathcal{F}}$ is called the kernel distance or maximum mean discrepancy $[6,20,21,46]$ when $\mathcal{F}=\left\{f:\|f\|_{\mathcal{H}} \leq 1\right\}$, where $\mathcal{H}$ represents a reproducing kernel Hilbert space (RKHS) [2] with $k$ as its reproducing kernel (r.k.) - we write the space $(\mathcal{H}, k) .{ }^{1}$ The kernel distance is used in statistical applications including homogeneity testing [20, 21], independence testing [22], testing for conditional independence [17] and mixture density estimation [42].

As described above, an important application of distance estimates between $\mathbb{P}$ and $\mathbb{Q}$ (based on random i.i.d. samples drawn from them) is in homogeneity testing and independence testing, where the estimate of the distance can be used as a test statistic (additional applications include classification of probability measures using empirically computed distances). While the kernel distance and the total variation distance have been successfully applied in testing, most other IPMs have not, due to the absence of good estimates for continuous random variables, especially in the multivariate case. Indeed, for testing, it is crucial that the statistic have a consistent estimator exhibiting fast convergence behavior and low computational complexity (i.e., the estimator must be easy to compute). In Section 2.1, we provide empirical estimates of the above mentioned IPMs, in particular the Kantorovich metric (and therefore the $L_{1}$-Wasserstein distance), Dudley metric, and kernel distance, based on finite samples drawn i.i.d. from $\mathbb{P}$ and $\mathbb{Q}$. The empirical estimators of the Kantorovich distance and Dudley metric are obtained by solving linear programs, while that of the kernel distance is computed in closed form, thereby demonstrating that the kernel distance is simpler to compute than the remaining IPMs.

We show in Section 2.2 that the empirical estimators derived in Section 2.1 exhibit a nice connection to the problem of binary classification. In Section 2.2, we first show that $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})$ (resp. its empirical estimator) is the negative of the optimal risk associated with a binary classifier that separates the class conditional distributions, $\mathbb{P}$ and $\mathbb{Q}\left(\right.$ resp. $\mathbb{P}_{m}$ and $\mathbb{Q}_{n}$-see the last paragraph of

[^0]this section for the notation), where the classification rule is restricted to $\mathcal{F}$. In other words, the Kantorovich metric, Dudley metric and the kernel distance (and their empirical estimators) can be understood as the negative of the optimal risk associated with a classifier for which the classification rule is restricted to $\left\{f:\|f\|_{L} \leq 1\right\},\left\{f:\|f\|_{B L} \leq 1\right\}$ and $\left\{f:\|f\|_{\mathcal{H}} \leq 1\right\}$, respectively. We then show that the empirical estimators of the Kantorovich metric, Dudley metric and kernel distance are related to the margins of the Lipschitz classifier [51], bounded Lipschitz classifier, and support vector machine, respectively. The significance of this result is that the smoothness of the classifier is inversely related to the empirical estimator of the IPM between class conditionals $\mathbb{P}$ and $\mathbb{Q}$. Although this is intuitively clear, our result provides a theoretical justification. Finally, we also establish the relation between the kernel distance and the Parzen window classifier $[37,38]$ (see kernel classification rule [14, Chapter 10]).

Next, in Section 3, we show that the empirical estimators derived in Section 2.1 are strongly consistent, and provide their rates of convergence using standard techniques from empirical process theory. Based on these results, it will be clear that the empirical estimator of the kernel distance exhibits a fast rate of convergence compared with that of other IPMs, and its rate of convergence is independent of the dimension $d$ (for $S=\mathbb{R}^{d}$ ), unlike with other IPMs. Our experimental results in Section 4 confirm the convergence theory discussed in Section 3 and therefore demonstrate the practical viability of these estimators. Based on these convergence results, in Section 3, we also show how a homogeneity test can be constructed using the empirical estimator of IPM as a test statistic (see Remark 3.6(v)).

Since the total variation distance is also an IPM, we discuss its empirical estimator in Section 5, and show that it is not strongly consistent. Because of this, we provide new lower bounds for the total variation distance in terms of the Kantorovich metric, Dudley metric and the kernel distance, which can be consistently estimated. These bounds also translate as lower bounds on the Kullback-Leibler divergence through Pinsker's inequality [16].

We note that there exist other distance/divergence measures between probabilities besides those of the IPM family. One popular family of divergence measures are the Ali-Silvey distances [1], also called the Csiszár's $\phi$-divergences [11], defined as

$$
D_{\phi}(\mathbb{P}, \mathbb{Q}):=\int_{S} \phi\left(\frac{d \mathbb{P}}{d \mathbb{Q}}\right) d \mathbb{Q} \text { if } \mathbb{P} \ll \mathbb{Q},
$$

where $S$ is a measurable space and $\phi:[0, \infty) \rightarrow(-\infty, \infty]$ is a convex function. $\mathbb{P} \ll \mathbb{Q}$ denotes that $\mathbb{P}$ is absolutely continuous w.r.t. $\mathbb{Q}$. Well-known distance/divergence measures obtained by appropriately choosing $\phi$ include the Kullback-Leibler (KL) divergence $(\phi(t)=t \log t)$, Hellinger distance $(\phi(t)=$ $\left.(\sqrt{t}-1)^{2}\right)$, $\chi^{2}$-divergence $\left(\phi(t)=(t-1)^{2}\right)$ and total variation distance $(\phi(t)=$ $|t-1|)$. The empirical estimation of $\phi$-divergences, especially the KL-divergence, has recently been studied in depth [30, 32, 52]. We emphasize that $\phi$-divergences and IPMs are fundamentally different, and intersect only at the total variation distance (our proof of this result is in Appendix A).

TABLE 1

| Function space, $\mathcal{F}$ | Unit ball | IPM, $\gamma_{\mathcal{F}}$ |
| :---: | :---: | :---: |
| $\operatorname{Lip}(S, \rho):=\left\{f: S \rightarrow \mathbb{R} \mid\\|f\\|_{L}<\infty\right\}$ | $\mathcal{F}_{W}:=\left\{f:\\|f\\|_{L} \leq 1\right\}$ | $W:=\gamma_{\mathcal{F}_{W}}$ |
| $B L(S, \rho):=\left\{f: S \rightarrow \mathbb{R} \mid\\|f\\|_{B L}<\infty\right\}$ | $\mathcal{F}_{\beta}:=\left\{f:\\|f\\|_{B L} \leq 1\right\}$ | $\beta:=\gamma_{\mathcal{F}_{\beta}}$ |
| Bounded measurable functions | $\mathcal{F}_{T V}:=\left\{f:\\|f\\|_{\infty} \leq 1\right\}$ | $T V:=\gamma_{\mathcal{F}_{T V}}$ |
| $(\mathcal{H}, k)$ | $\mathcal{F}_{k}:=\left\{f:\\|f\\|_{\mathcal{H}} \leq 1\right\}$ | $\gamma_{k}:=\gamma_{\mathcal{F}_{k}}$ |

Before proceeding with our main presentation, we introduce the notation we will use throughout the paper. For a measurable function $f$ and a probability measure $\mathbb{P}, \mathbb{P} f:=\int f d \mathbb{P}$ denotes the expectation of $f(X)$ where $X$ is distributed as $\mathbb{P}$. Given an i.i.d. sample $X_{1}, \ldots, X_{n}$ drawn from $\mathbb{P}, \mathbb{P}_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{X_{i}}$ represents the empirical distribution, where $\delta_{x}$ represents the Dirac measure at $x$. We use $\mathbb{P}_{n} f$ to represent the empirical expectation $\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)$. Table 1 defines the function spaces, unit balls in these function spaces, and the associated IPMs that we use throughout the paper.

## 2. Empirical estimators of integral probability metrics

Given $\left\{X_{1}^{(1)}, X_{2}^{(1)}, \ldots, X_{m}^{(1)}\right\}$ and $\left\{X_{1}^{(2)}, X_{2}^{(2)}, \ldots, X_{n}^{(2)}\right\}$, which are i.i.d. samples drawn randomly from $\mathbb{P}$ and $\mathbb{Q}$, respectively, the empirical estimator of $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})$ is given by

$$
\begin{equation*}
\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{N} \tilde{Y}_{i} f\left(X_{i}\right)\right|, \tag{2.1}
\end{equation*}
$$

where $\mathbb{P}_{m}:=\frac{1}{m} \sum_{i=1}^{m} \delta_{X_{i}^{(1)}}$ and $\mathbb{Q}_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{X_{i}^{(2)}}$ represent the empirical distributions of $\mathbb{P}$ and $\mathbb{Q}$, respectively, $N=m+n, \widetilde{Y}_{i}=\frac{1}{m}$ when $X_{i}=X_{i}^{(1)}$ for $i=1, \ldots, m$ and $\widetilde{Y}_{m+i}=-\frac{1}{n}$ when $X_{m+i}=X_{i}^{(2)}$ for $i=1, \ldots, n$. The computation of $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in (2.1) is not straightforward for arbitrary $\mathcal{F}$. To obtain meaningful results, in Section 2.1, we restrict ourselves to $\mathcal{F}_{W}, \mathcal{F}_{\beta}$ and $\mathcal{F}_{k}$ and compute (2.1). We show that the Kantorovich (and therefore $L_{1}$-Wasserstein) and Dudley metrics can be estimated by solving linear programs (see Theorems 2.1 and 2.3). By contrast, the empirical estimator for the kernel distance can be obtained in closed form (Theorem 2.4; proved in [20, 21]).

In Section 2.2, we present a novel interpretation of IPMs and their empirical estimators (especially of the Kantorovich metric, Dudley metric and kernel distance) by relating them to binary classification.

### 2.1. Empirical estimators of the Kantorovich metric (W), Dudley metric $(\beta)$ and kernel distance $\left(\gamma_{k}\right)$

The following results present the empirical estimators of the Kantorovich metric $W$, Dudley metric $\beta$, and kernel distance $\gamma_{k}$.

Theorem 2.1 (Empirical estimator of the Kantorovich metric). For all $\alpha \in$ $[0,1]$, the following function solves (2.1) for $\mathcal{F}=\mathcal{F}_{W}$ :

$$
\begin{equation*}
f_{\alpha}(x):=\alpha \min _{i=1, \ldots, N}\left(a_{i}^{\star}+\rho\left(x, X_{i}\right)\right)+(1-\alpha) \max _{i=1, \ldots, N}\left(a_{i}^{\star}-\rho\left(x, X_{i}\right)\right) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sum_{i=1}^{N} \tilde{Y}_{i} a_{i}^{\star} \tag{2.3}
\end{equation*}
$$

and $\left\{a_{i}^{\star}\right\}_{i=1}^{N}$ solve the following linear program,

$$
\begin{equation*}
\max _{a_{1}, \ldots, a_{N}}\left\{\sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}:-\rho\left(X_{i}, X_{j}\right) \leq a_{i}-a_{j} \leq \rho\left(X_{i}, X_{j}\right), \forall i, j\right\} \tag{2.4}
\end{equation*}
$$

Proof. Consider $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sup \left\{\sum_{i=1}^{N} \widetilde{Y}_{i} f\left(X_{i}\right):\|f\|_{L} \leq 1\right\}$. Note that

$$
1 \geq\|f\|_{L}=\sup _{x \neq x^{\prime}} \frac{\left|f(x)-f\left(x^{\prime}\right)\right|}{\rho\left(x, x^{\prime}\right)} \geq \max _{X_{i} \neq X_{j}} \frac{\left|f\left(X_{i}\right)-f\left(X_{j}\right)\right|}{\rho\left(X_{i}, X_{j}\right)}
$$

and hence

$$
\begin{aligned}
W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right) & \leq \sup \left\{\sum_{i=1}^{N} \widetilde{Y}_{i} f\left(X_{i}\right): \max _{X_{i} \neq X_{j}} \frac{\left|f\left(X_{i}\right)-f\left(X_{j}\right)\right|}{\rho\left(X_{i}, X_{j}\right)} \leq 1\right\} \\
& =\sup \left\{\sum_{i=1}^{N} \widetilde{Y}_{i} f\left(X_{i}\right):\left|f\left(X_{i}\right)-f\left(X_{j}\right)\right| \leq \rho\left(X_{i}, X_{j}\right), \forall i, j\right\} \\
& =\sup \left\{\sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}:\left|a_{i}-a_{j}\right| \leq \rho\left(X_{i}, X_{j}\right), \forall i, j\right\}
\end{aligned}
$$

where we have set $a_{i}:=f\left(X_{i}\right)$. Therefore, we have $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right) \leq \sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}^{\star}$, where $\left\{a_{i}^{\star}\right\}_{i=1}^{N}$ solve the linear program in (2.4). Note that the objective in (2.4) is linear in $\left\{a_{i}\right\}_{i=1}^{N}$ with linear inequality constraints, and therefore by Theorem 32.1 in [36], the optimum lies on the boundary of the constraint set, which means $\max _{X_{i} \neq X_{j}} \frac{\left|a_{i}^{\star}-a_{j}^{\star}\right|}{\rho\left(X_{i}, X_{j}\right)}=1$. Therefore, by the Lipschitz extension theorem due to McShane and Whitney [27,54], any $g$ on $\left\{X_{1}, \ldots, X_{N}\right\}$ with $g\left(X_{i}\right)=a_{i}^{\star}$ and $\|g\|_{L}=1$ can be extended to a function $f_{\alpha}$ (on $S$ ) as defined in (2.2), where $f_{\alpha}\left(X_{i}\right)=g\left(X_{i}\right), \forall i$ and $\left\|f_{\alpha}\right\|_{L}=\|g\|_{L}$, which means $f_{\alpha}$ is a maximizer of (2.1) and $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}^{\star}$.
Remark 2.2. (a) The main result that is invoked in the proof of Theorem 2.1 is the extension of Lipschitz functions (defined on a subset of $S$ ) to $S$. Since such an extension is also possible for uniformly Hölder continuous functions, we obtain an empirical estimator of $\gamma_{\mathcal{F}}$ similar to (2.3) and (2.4) - with $\rho$ in (2.4) replaced by $\rho^{\theta}$-where $\mathcal{F}=\left\{\|f\|_{\theta} \leq 1\right\}$ and

$$
\|f\|_{\theta}:=\sup \left\{\frac{|f(x)-f(y)|}{\rho^{\theta}(x, y)}: x \neq y \text { in } S\right\}, 0<\theta \leq 1
$$

(b) Applying a similar idea as in the proof of Theorem 2.1 to the empirical estimation of the Fortet-Mourier metric, it can be shown that $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right) \leq$ $\sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}^{\star}$, where $\left\{a_{i}^{\star}\right\}_{i=1}^{N}$ solve the linear program in (2.4) with $\rho\left(X_{i}, X_{j}\right)$ replaced by $c\left(X_{i}, X_{j}\right)$. Since it is not clear whether an extension theorem similar to the one invoked in Theorem 2.1 (for Lipschitz functions) holds for $f \in\{g$ : $\left.\|g\|_{c}<\infty\right\}$, it is not clear whether $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}^{\star}$ holds for any $\left\{X_{i}\right\}_{i=1}^{N}$.
Theorem 2.3 (Empirical estimator of the Dudley metric). For all $\alpha \in[0,1]$, the following function solves (2.1) for $\mathcal{F}=\mathcal{F}_{\beta}$ :

$$
\begin{equation*}
g_{\alpha}(x):=\max \left(-\max _{i=1, \ldots, N}\left|a_{i}^{\star}\right|, \min \left(h_{\alpha}(x), \max _{i=1, \ldots, N}\left|a_{i}^{\star}\right|\right)\right) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{gather*}
h_{\alpha}(x):=\alpha \min _{i=1, \ldots, N}\left(a_{i}^{\star}+L^{\star} \rho\left(x, X_{i}\right)\right)+(1-\alpha) \max _{i=1, \ldots, N}\left(a_{i}^{\star}-L^{\star} \rho\left(x, X_{i}\right)\right),  \tag{2.6}\\
L^{\star}=\max _{X_{i} \neq X_{j}} \frac{\left|a_{i}^{\star}-a_{j}^{\star}\right|}{\rho\left(X_{i}, X_{j}\right)}, \\
\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}^{\star}, \tag{2.7}
\end{gather*}
$$

and $\left\{a_{i}^{\star}\right\}_{i=1}^{N}$ solve the following linear program,

$$
\begin{align*}
\max _{a_{1}, \ldots, a_{N}, b, c} & \sum_{i=1}^{N} \tilde{Y}_{i} a_{i} \\
\text { s.t. } & -b \rho\left(X_{i}, X_{j}\right) \leq a_{i}-a_{j} \leq b \rho\left(X_{i}, X_{j}\right), \forall i, j \\
& -c \leq a_{i} \leq c, \forall i, b+c \leq 1 \tag{2.8}
\end{align*}
$$

Proof. The proof is similar to that of Theorem 2.1. Note that

$$
\begin{aligned}
1 \geq\|f\|_{B L}=\|f\|_{L}+\|f\|_{\infty} & =\sup _{x \neq y} \frac{|f(x)-f(y)|}{\rho(x, y)}+\sup _{x \in S}|f(x)| \\
& \geq \max _{X_{i} \neq X_{j}} \frac{\left|f\left(X_{i}\right)-f\left(X_{j}\right)\right|}{\rho\left(X_{i}, X_{j}\right)}+\max _{i}\left|f\left(X_{i}\right)\right|
\end{aligned}
$$

which means

$$
\begin{aligned}
\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right) & =\sup \left\{\sum_{i=1}^{N} \widetilde{Y}_{i} f\left(X_{i}\right):\|f\|_{B L} \leq 1\right\} \\
& \leq \sup \left\{\sum_{i=1}^{N} \widetilde{Y}_{i} f\left(X_{i}\right): \max _{i}\left|f\left(X_{i}\right)\right|+\max _{X_{i} \neq X_{j}} \frac{\left|f\left(X_{i}\right)-f\left(X_{j}\right)\right|}{\rho\left(X_{i}, X_{j}\right)} \leq 1\right\}
\end{aligned}
$$

Let $a_{i}:=f\left(X_{i}\right)$. Therefore, $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right) \leq \sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}^{\star}$, where $\left\{a_{i}^{\star}\right\}_{i=1}^{N}$ solve

$$
\begin{equation*}
\max _{a_{1}, \ldots, a_{N}}\left\{\sum_{i=1}^{N} \tilde{Y}_{i} a_{i}: \max _{X_{i} \neq X_{j}} \frac{\left|a_{i}-a_{j}\right|}{\rho\left(X_{i}, X_{j}\right)}+\max _{i}\left|a_{i}\right| \leq 1\right\} \tag{2.9}
\end{equation*}
$$

Introducing variables $b$ and $c$ such that $\max _{X_{i} \neq X_{j}} \frac{\left|a_{i}-a_{j}\right|}{\rho\left(X_{i}, X_{j}\right)} \leq b$ and $\max _{i}\left|a_{i}\right| \leq c$ reduces the program in (2.9) to (2.8). In addition, it is easy to see that the optimum occurs at the boundary of the constraint set, i.e., $\max _{X_{i} \neq X_{j}} \frac{\left|a_{i}-a_{j}\right|}{\rho\left(X_{i}, X_{j}\right)}+$ $\max _{i}\left|a_{i}\right|=1$. Hence, by Proposition 11.2.3 of [15], $g_{\alpha}$ in (2.5) extends any $g$ defined on $\left\{X_{1}, \ldots, X_{N}\right\}$ (with $g\left(X_{i}\right)=a_{i}^{\star}$ and $\|g\|_{B L}=1$ ) to $S$, i.e., $g_{\alpha}\left(X_{i}\right)=$ $g\left(X_{i}\right), \forall i$ and $\left\|g_{\alpha}\right\|_{B L}=\|g\|_{B L}$. Note that $h_{\alpha}$ in (2.6) is the Lipschitz extension of $f$ to $S$ (by McShane-Whitney Lipschitz extension theorem). Therefore, $g_{\alpha}$ is a solution to (2.1) and (2.7) holds.

Theorem 2.4 (Empirical estimator of the kernel distance [20, 21]). Let $k$ be a strictly positive definite kernel, i.e., for all $n \in \mathbb{N},\left\{\alpha_{i}\right\}_{i=1}^{n} \subset \mathbb{R} \backslash\{0\}$ and all mutually distinct $\left\{\theta_{i}\right\}_{i=1}^{n} \subset S, \sum_{i, j=1}^{n} \alpha_{i} \alpha_{j} k\left(\theta_{i}, \theta_{j}\right)>0$. Then, for $\mathcal{F}=\mathcal{F}_{k}$, the following function is the unique solution to (2.1):

$$
\begin{equation*}
f=\frac{1}{\left\|\sum_{i=1}^{N} \widetilde{Y}_{i} k\left(\cdot, X_{i}\right)\right\|_{\mathcal{H}}} \sum_{i=1}^{N} \widetilde{Y}_{i} k\left(\cdot, X_{i}\right) \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\left\|\sum_{i=1}^{N} \tilde{Y}_{i} k\left(\cdot, X_{i}\right)\right\|_{\mathcal{H}}=\sqrt{\sum_{i, j=1}^{N} \tilde{Y}_{i} \tilde{Y}_{j} k\left(X_{i}, X_{j}\right)} . \tag{2.11}
\end{equation*}
$$

Proof. Consider $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right):=\sup \left\{\sum_{i=1}^{N} \widetilde{Y}_{i} f\left(X_{i}\right):\|f\|_{\mathcal{H}} \leq 1\right\}$, which can be written as

$$
\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sup \left\{\left\langle f, \sum_{i=1}^{N} \tilde{Y}_{i} k\left(\cdot, X_{i}\right)\right\rangle_{\mathcal{H}}:\|f\|_{\mathcal{H}} \leq 1\right\}
$$

where we have used the reproducing property of $\mathcal{H}$, i.e., $\forall f \in \mathcal{H}, \forall x \in S, f(x)=$ $\langle f, k(\cdot, x)\rangle_{\mathcal{H}}$. The result in (2.11) follows from the Cauchy-Schwartz inequality. Since $k$ is strictly positive definite, $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=0$ if and only if $\mathbb{P}_{m}=\mathbb{Q}_{n}$, which therefore ensures that (2.10) is well-defined.

It is clear from Theorems 2.1, 2.3 and 2.4 that the empirical estimator of the kernel distance is easy to implement (as it is available in closed form) compared with the empirical estimators of the Kantorovich and Dudley metrics, which involve solving linear programs. One important observation to be made about all these estimators is that they depend on $\left\{X_{i}\right\}_{i=1}^{N}$ through $\rho$ or $k$, which means that, once $\left\{\rho\left(X_{i}, X_{j}\right)\right\}_{i, j=1}^{N}$ or $\left\{k\left(X_{i}, X_{j}\right)\right\}_{i, j=1}^{N}$ are known, the complexity of the corresponding estimators is independent of the dimension $d$ when $S=\mathbb{R}^{d}$. Also note that while the maximizer of the kernel distance (see (2.10)) is unique, $\alpha$ in (2.2) and (2.5) signifies that the maximizers of the Kantorovich and Dudley metrics are not unique.

### 2.2. Interpretability of IPMs and their empirical estimators: Relation to binary classification

In this section, we provide a novel interpretation of IPMs and their empirical estimators by relating them to the problem of binary classification. We show in Proposition 2.5 that $W, \beta$ and $\gamma_{k}$ are related to the optimal risks associated with an appropriate binary classification problem, while in Proposition 2.6 we show their empirical estimators to be related to the margins (see footnote 2) of the Lipschitz classifier [51], bounded Lipschitz classifier, and support vector machine, respectively. The significance of the latter result is that the smoothness of these classifiers is inversely related to the distance between the empirical estimates of the class-conditional distributions, computed using $W, \beta$ and $\gamma_{k}$, respectively. In addition, we also establish the relation between the kernel distance and the Parzen window classifier [37, 38] (also called the kernel classification rule [14, Chapter 10]).

Let us consider the binary classification problem with $X$ being an $S$-valued random variable, $Y$ being a $\{-1,1\}$-valued random variable and the product space, $S \times\{-1,1\}$, being endowed with a Borel probability measure $\mu$. A discriminant function $f$ is a real valued measurable function on $S$, whose sign is used to make a classification decision. Given a loss function, $L:\{-1,1\} \times \mathbb{R} \rightarrow \mathbb{R}$, the goal is to choose an $f \in \mathcal{F}$ that minimizes the risk associated with $L$, defined as,

$$
\begin{align*}
R_{\mathcal{F}}^{L} & =\inf _{f \in \mathcal{F}} \int_{S \times\{-1,1\}} L(y, f(x)) d \mu(x, y) \\
& =\inf _{f \in \mathcal{F}}\left\{\varepsilon \int_{S} L(1, f(x)) d \mathbb{P}(x)+(1-\varepsilon) \int_{S} L(-1, f(x)) d \mathbb{Q}(x)\right\} \tag{2.12}
\end{align*}
$$

with the optimal $L$-risk being $R_{\mathcal{F}_{\star}}^{L}$, where $\mathcal{F}_{\star}$ is the set of all measurable functions on $S, \mathbb{P}(X):=\mu(X \mid Y=+1), \mathbb{Q}(X):=\mu(X \mid Y=-1), \varepsilon:=\mu(S, Y=+1)$. Here, $\mathbb{P}$ and $\mathbb{Q}$ represent the class-conditional distributions and $\varepsilon$ is the prior distribution of class +1 . We now present the result that relates IPMs (between the class-conditional distributions) and the optimal $L$-risk of a binary classification problem.

Proposition 2.5 ( $\gamma_{\mathcal{F}}$ and optimal $L$-risk). For $\alpha \in \mathbb{R}$ and $y \in\{-1,1\}$, define

$$
\begin{equation*}
L(y, \alpha)=\frac{2 y \alpha}{y(1-2 \tau)-1} \tag{2.13}
\end{equation*}
$$

where $0<\tau<1$. Suppose $\mathcal{F} \subset \mathcal{F}_{\star}$ is such that $f \in \mathcal{F} \Rightarrow-f \in \mathcal{F}$. If $\varepsilon=\tau$, then $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=-R_{\mathcal{F}}^{L}$.
Proof. Note that $L(1, \alpha)=-\alpha / \tau$ and $L(-1, \alpha)=\alpha /(1-\tau)$, which imply

$$
\varepsilon \int_{S} L(1, f) d \mathbb{P}+(1-\varepsilon) \int_{S} L(-1, f) d \mathbb{Q}=\int_{S} f d \mathbb{Q}-\int_{S} f d \mathbb{P}=\mathbb{Q} f-\mathbb{P} f
$$

Therefore,

$$
R_{\mathcal{F}}^{L}=\inf _{f \in \mathcal{F}}(\mathbb{Q} f-\mathbb{P} f)=-\sup _{f \in \mathcal{F}}(\mathbb{P} f-\mathbb{Q} f) \stackrel{(a)}{=}-\sup _{f \in \mathcal{F}}|\mathbb{P} f-\mathbb{Q} f|=-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})
$$

where $(a)$ follows from the fact that $\mathcal{F}$ is symmetric around zero, i.e., $f \in \mathcal{F} \Rightarrow$ $-f \in \mathcal{F}$.

Proposition 2.5 shows that $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\left(\right.$ resp. $\left.\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)\right)$ is the negative of the optimal $L$-risk that is associated with a binary classifier that classifies the class-conditional distributions $\mathbb{P}$ and $\mathbb{Q}\left(\right.$ resp. $\mathbb{P}_{m}$ and $\left.\mathbb{Q}_{n}\right)$ using the loss function $L$ in (2.13), when the discriminant function is restricted to $\mathcal{F}$. Therefore, Proposition 2.5 provides a novel interpretation for the Kantorovich metric, Dudley metric and kernel distance (resp. their empirical estimators), which can be understood as the optimal $L$-risk associated with binary classifiers where the discriminant function $f$ is restricted to $\mathcal{F}_{W}, \mathcal{F}_{\beta}$ and $\mathcal{F}_{k}$, respectively. We refer the reader to [31] for a similar result relating $\phi$-divergences to the problem of binary classification.

While Proposition 2.5 is a general result relating any IPM to binary classification, the following result (in Proposition 2.6) relates specific IPMs such as the Kantorovich metric $(W)$, Dudley metric $(\beta)$ and kernel distance $\left(\gamma_{k}\right)$ to certain well-known classification procedures such as the Lipschitz classifier (the classification rule belongs to $\operatorname{Lip}(S, \rho)$ ), bounded Lipschitz classifier (the classification rule belongs to $B L(S, \rho)$ ), and support vector machine (the classification rule belongs to $(\mathcal{H}, k)$ ), respectively. Before we present the result, we briefly introduce these classifiers.

Suppose $\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1}^{N}\left(\right.$ with $\left.X_{i} \in S, Y_{i} \in\{-1,1\}, \forall i\right)$ is a training sample drawn i.i.d. from $\mu$ and $m:=\left|\left\{i: Y_{i}=1\right\}\right|$. The Lipschitz classifier is defined as the solution, $f_{\text {lip }}$ to the following program:

$$
\begin{equation*}
\inf \left\{\|f\|_{L}: f \in \operatorname{Lip}(S, \rho), Y_{i} f\left(X_{i}\right) \geq 1, i=1, \ldots, N\right\} \tag{2.14}
\end{equation*}
$$

which is a large margin classifier with $\operatorname{margin}^{2} \frac{1}{\left\|f_{\text {lip }}\right\|_{L}}$. The program in (2.14) computes a smooth function, $f$ that classifies the training sample, $\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1}^{N}$ correctly (note that the constraints in (2.14) are such that $\operatorname{sign}\left(f\left(X_{i}\right)\right)=Y_{i}, i=$ $1, \ldots, N$, which means $f$ classifies the training sample correctly, assuming it is separable). The smoothness is controlled by $\|f\|_{L}$ (the smaller the value of $\|f\|_{L}$, the smoother $f$ and vice-versa). See [51] for a detailed study on the Lipschitz classifier. Replacing $\|f\|_{L}$ by $\|f\|_{B L}$ in (2.14) gives the bounded Lipschitz classifier, $f_{\mathrm{BL}}$ which is the solution to the following program:

$$
\inf \left\{\|f\|_{B L}: f \in B L(S, \rho), Y_{i} f\left(X_{i}\right) \geq 1, i=1, \ldots, N\right\}
$$

Replacing $\|f\|_{L}$ by $\|f\|_{\mathcal{H}}$ in (2.14), and taking the infimum over $f \in \mathcal{H}$, yields the hard-margin support vector machine, $f_{\text {svm }}$ [10], i.e.,

$$
f_{\mathrm{svm}}=\arg \inf \left\{\|f\|_{\mathcal{H}}: f \in \mathcal{H}, Y_{i} f\left(X_{i}\right) \geq 1, i=1, \ldots, N\right\}
$$

Proposition 2.6 (Empirical estimators and binary classification). The following hold:
(a) $\frac{1}{\left\|f_{\text {lip }}\right\|_{L}} \leq \frac{1}{2} W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.

[^1](b) $\frac{1}{\left\|f_{\mathrm{BL}}\right\|_{B L}} \leq \frac{1}{2} \beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.
(c) Suppose a bounded and measurable kernel, $k$ satisfies
\[

$$
\begin{equation*}
\iint_{S} k(x, y) d \mu(x) d \mu(y)>0 \tag{2.15}
\end{equation*}
$$

\]

for all non-zero finite signed Borel measures on a topological space, $S$. Then,

$$
\frac{1}{\left\|f_{\mathrm{svm}}\right\|_{\mathcal{H}}} \leq \frac{1}{2} \gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)
$$

Before we prove Proposition 2.6, let us discuss its significance. Proposition 2.6(a) shows that $\left\|f_{\text {lip }}\right\|_{L} \geq \frac{2}{W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)}$, which means the smoothness of the classifier, $f_{\text {lip }}$, computed as $\left\|f_{\text {lip }}\right\|_{L}$, is lower bounded by the inverse of the Kantorovich metric between $\mathbb{P}_{m}$ and $\mathbb{Q}_{n}$. So, if the distance between the classconditionals $\mathbb{P}$ and $\mathbb{Q}$ is "small" (in terms of $W$ ), then the resulting Lipschitz classifier is less smooth, i.e., a "complex" classifier is required to separate the distributions $\mathbb{P}$ and $\mathbb{Q}$. A similar explanation holds for the bounded Lipschitz classifier and the support vector machine. Although it is intuitively clear that one would require a classifier that is "wiggly" (i.e., less smooth) to separate the class-conditional distributions that are not "well separated", the above result establishes this formally by defining the wiggliness of the classifier through its norm and the separation between class-conditionals through an IPM.

The condition on $k$ in (2.15) is satisfied by a host of kernels that include the Gaussian kernel, $k(x, y)=\exp \left(-\sigma\|x-y\|_{2}^{2}\right), x, y \in \mathbb{R}^{d}, \sigma>0$, the Laplacian kernel, $k(x, y)=\exp \left(-\sigma\|x-y\|_{1}\right), x, y \in \mathbb{R}^{d}, \sigma>0$, etc. More generally, a large family of kernels that satisfy (2.15) can be obtained: if $k$ is a bounded kernel on $\mathbb{R}^{d}$ such that $k(x, y)=\psi(x-y)$, where $\psi$ is a continuous positive definite function, then (2.15) holds if and only if the support of the Fourier transform of $\psi$ is $\mathbb{R}^{d}$ [44, Theorem 9$]$.

To prove Proposition 2.6, we need the following lemma.
Lemma 2.7. Let $\theta: V \rightarrow \mathbb{R}$ and $\psi: V \rightarrow \mathbb{R}$ be convex functions on a real vector space $V$. Suppose

$$
\begin{equation*}
a=\sup \{\theta(x): \psi(x) \leq b\} \tag{2.16}
\end{equation*}
$$

where $\theta$ is not constant on $\{x: \psi(x) \leq b\}$ and $a<\infty$. Then,

$$
\begin{equation*}
b=\inf \{\psi(x): \theta(x) \geq a\} \tag{2.17}
\end{equation*}
$$

Proof. Note that $A:=\{x: \psi(x) \leq b\}$ is a convex subset of $V$. Since $\theta$ is not constant on $A$, by Theorem 32.1 of [36], $\theta$ attains its supremum on the boundary of $A$. Therefore, any solution, $x_{*}$ to (2.16) satisfies $\theta\left(x_{*}\right)=a$ and $\psi\left(x_{*}\right)=b$. Let $G:=\{x: \theta(x)>a\}$. For any $x \in G, \psi(x)>b$. If this were not the case, then $x_{*}$ would not be a solution to (2.16). Let $H:=\{x: \theta(x)=a\}$. Clearly, $x_{*} \in H$ and so there exists an $x \in H$ for which $\psi(x)=b$. Suppose $\inf \{\psi(x): x \in$ $H\}=c<b$, which means $x^{*} \in A$ for some $x^{*} \in H$. From (2.16), this implies $\theta$
attains its supremum relative to $A$ at some point of the relative interior of $A$. By [36, Theorem 32.1], this implies $\theta$ is constant on $A$, leading to a contradiction. Therefore, $\inf \{\psi(x): x \in H\}=b$ and the result in (2.17) follows.
Proof of Proposition 2.6. Define $\mathbb{P} f:=\int_{S} f d \mathbb{P}$. Note that $\|f\|_{L},\|f\|_{B L}$ and $\|f\|_{\mathcal{H}}$ are convex functionals on the vector spaces $\operatorname{Lip}(S, \rho), B L(S, \rho)$ and $U(S):=$ $\left\{f: S \rightarrow \mathbb{R} \mid\|f\|_{\mathcal{H}}<\infty\right\}$, respectively. Similarly, $\mathbb{P} f-\mathbb{Q} f$ is a convex functional on $\operatorname{Lip}(S, \rho), B L(S, \rho)$ and $U(S)$. Since $\mathbb{P} \neq \mathbb{Q}$, it is clear that $\mathbb{P} f-\mathbb{Q} f$ is not constant on $\mathcal{F}_{W}$ and $\mathcal{F}_{\beta}$. In fact this is also true for $\mathcal{F}_{k}$ if $k$ satisfies the condition in (2.15). This is because if $k$ satisfies (2.15), then $\gamma_{k}$ is a metric on the space of probability measures [44, Theorem 7] and therefore for $\mathbb{P} \neq \mathbb{Q}, \mathbb{P} f-\mathbb{Q} f$ is not constant on $\mathcal{F}_{k}$. The results in $(a)-(c)$ are then obtained by appropriately choosing $\psi, \theta, V$ and $b$ in Lemma 2.7. Here, we only prove $(a)$ as the proofs of (b) and (c) are similar to that of $(a)$.

Since $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sup \left\{\sum_{j=1}^{N} \widetilde{Y}_{j} f\left(X_{j}\right):\|f\|_{L} \leq 1\right\}$, by Lemma 2.7, we have

$$
1=\inf \left\{\|f\|_{L}: \sum_{j=1}^{N} \widetilde{Y}_{j} f\left(X_{j}\right) \geq W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right), f \in \operatorname{Lip}(S, \rho)\right\}
$$

which can be written as

$$
\frac{2}{W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)}=\inf \left\{\|f\|_{L}: \sum_{j=1}^{N} \widetilde{Y}_{j} f\left(X_{j}\right) \geq 2, f \in \operatorname{Lip}(S, \rho)\right\}
$$

Note that $\left\{f \in \operatorname{Lip}(S, \rho): Y_{j} f\left(X_{j}\right) \geq 1, \forall j\right\} \subset\left\{f \in \operatorname{Lip}(S, \rho): \sum_{j=1}^{N} \tilde{Y}_{j} f\left(X_{j}\right) \geq\right.$ $2\}$, and therefore

$$
\frac{2}{W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)} \leq \inf \left\{\|f\|_{L}: Y_{j} f\left(X_{j}\right) \geq 1, \forall j, f \in \operatorname{Lip}(S, \rho)\right\}
$$

proving (a). A similar analysis for $\beta$ and $\gamma_{k}$ yields (b) and (c).
In the following, we present another interpretation for the kernel distance by relating it to the Parzen window classifier [37, 38] (also called the kernel classification rule [14]). Theorem 2.4 shows that $f$ in (2.10) is the unique solution to (2.1) when $\mathcal{F}=\mathcal{F}_{k}$, which by Proposition 2.5 means that it is also the unique solution to $R_{\mathcal{F}}^{L}$ with empirical distribution. This implies $f$ in (2.10) is the Bayes classifier with Bayes risk $-\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, with the associated decision rule,

$$
\operatorname{sign}(f(x))=\left\{\begin{array}{cc}
1, & \frac{1}{m} \sum_{Y_{i}=1} k\left(x, X_{i}\right)>\frac{1}{n} \sum_{Y_{i}=-1} k\left(x, X_{i}\right)  \tag{2.18}\\
-1, & \frac{1}{m} \sum_{Y_{i}=1} k\left(x, X_{i}\right) \leq \frac{1}{n} \sum_{Y_{i}=-1} k\left(x, X_{i}\right)
\end{array}\right.
$$

which is exactly the Parzen window classifier ${ }^{3}$.

[^2]
## 3. Consistency and rate of convergence

In Section 2.1, we presented the empirical estimators of $W, \beta$ and $\gamma_{k}$. For these estimators to be reliable, we need them to converge to their population values as $m, n \rightarrow \infty$. We would further like to have fast rates of convergence such that in practice, fewer samples are sufficient to obtain reliable estimates. We address these issues in this section. The strong consistency of $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is shown in Proposition 3.2, while their rates of convergence are analyzed in Corollary 3.5. Corollary 3.5 also proves the strong consistency of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and analyzes its rate of convergence. We show that $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ enjoys a fast rate of convergence compared to $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.

Before we start presenting the results, we introduce some terminology and notation from empirical process theory. For any $r \geq 1$ and probability measure $\mathbb{Q}$, define the $L^{r}$ norm $\|f\|_{\mathbb{Q}, r}:=\left(\int|f|^{r} d \mathbb{Q}\right)^{1 / r}$ and let $L^{r}(\mathbb{Q})$ denote the metric space induced by this norm. The covering number $\mathcal{N}\left(\varepsilon, \mathcal{F}, L^{r}(\mathbb{Q})\right)$ is the minimal number of $L^{r}(\mathbb{Q})$ balls of radius $\varepsilon$ needed to cover $\mathcal{F}$. $\mathcal{H}\left(\varepsilon, \mathcal{F}, L^{r}(\mathbb{Q})\right):=$ $\log \mathcal{N}\left(\varepsilon, \mathcal{F}, L^{r}(\mathbb{Q})\right)$ is called the entropy of $\mathcal{F}$ using the $L^{r}(\mathbb{Q})$ metric. Define the minimal envelope function: $F(x):=\sup _{f \in \mathcal{F}}|f(x)|$.

We now present a general result on the strong consistency of $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, which follows from [49, Theorem 3.7].
Lemma 3.1. Suppose the following conditions hold:
(i) $\int_{S} F d \mathbb{P}<\infty$.
(ii) $\int_{S} F d \mathbb{Q}<\infty$.
(iii) $\forall \varepsilon>0, \frac{1}{m} \mathcal{H}\left(\varepsilon, \mathcal{F}, L^{1}\left(\mathbb{P}_{m}\right)\right) \xrightarrow{\mathbb{P}} 0$ as $m \rightarrow \infty$.
(iv) $\forall \varepsilon>0, \frac{1}{n} \mathcal{H}\left(\varepsilon, \mathcal{F}, L^{1}\left(\mathbb{Q}_{n}\right)\right) \xrightarrow{\mathbb{Q}} 0$ as $n \rightarrow \infty$.

Then, $\left|\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right| \xrightarrow{\text { a.s. }} 0$ as $m, n \rightarrow \infty$.
Proof. Note that $\left|\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right| \leq \sup _{f \in \mathcal{F}}\left|\mathbb{P}_{m} f-\mathbb{P} f\right|+\sup _{f \in \mathcal{F}} \mid \mathbb{Q}_{n} f-$ $\mathbb{Q} f \mid$. Therefore, by Theorem 3.7 of $[49], \sup _{f \in \mathcal{F}}\left|\mathbb{P}_{m} f-\mathbb{P} f\right| \xrightarrow{\text { a.s }} 0, \sup _{f \in \mathcal{F}} \mid \mathbb{Q}_{n} f-$ $\mathbb{Q} f \mid \xrightarrow{\text { a.s. }} 0$ and the result follows.

The following corollary to Lemma 3.1 shows that $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ are strongly consistent.
Proposition 3.2 (Consistency of $W$ and $\beta$ ). Let $(S, \rho)$ be a totally bounded metric space. Then, as $m, n \rightarrow \infty$,
(i) $\left|W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-W(\mathbb{P}, \mathbb{Q})\right| \xrightarrow{\text { a.s. }} 0$.
(ii) $\left|\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\beta(\mathbb{P}, \mathbb{Q})\right| \xrightarrow{\text { a.s. }} 0$.

Proof. For any $f \in \mathcal{F}_{W}$,

$$
f(x) \leq \sup _{x \in S}|f(x)| \leq \sup _{x, y}|f(x)-f(y)| \leq\|f\|_{L} \sup _{x, y} \rho(x, y) \leq\|f\|_{L} \operatorname{diam}(S)<\infty
$$

where $\operatorname{diam}(S)$ represents the diameter of $S$. Therefore, $\forall x \in S, F(x) \leq \operatorname{diam}(S)$ $<\infty$, which satisfies (i) and (ii) in Lemma 3.1. Kolmogorov and Tihomirov [24]
have shown that

$$
\begin{equation*}
\mathcal{H}\left(\varepsilon, \mathcal{F}_{W},\|\cdot\|_{\infty}\right) \leq \mathcal{N}\left(\frac{\varepsilon}{4}, S, \rho\right) \log \left(2\left\lceil\frac{2 \operatorname{diam}(S)}{\varepsilon}\right\rceil+1\right) \tag{3.1}
\end{equation*}
$$

Since $\mathcal{H}\left(\varepsilon, \mathcal{F}_{W}, L^{1}\left(\mathbb{P}_{m}\right)\right) \leq \mathcal{H}\left(\varepsilon, \mathcal{F}_{W},\|\cdot\|_{\infty}\right)$, the conditions (iii) and (iv) in Lemma 3.1 are satisfied and therefore, $\left|W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-W(\mathbb{P}, \mathbb{Q})\right| \xrightarrow{\text { a.s. }} 0$ as $m, n \rightarrow$ $\infty$. Since $\mathcal{F}_{\beta} \subset \mathcal{F}_{W}$, the envelope function associated with $\mathcal{F}_{\beta}$ is upper bounded by the envelope function associated with $\mathcal{F}_{W}$ and $\mathcal{H}\left(\varepsilon, \mathcal{F}_{\beta},\|\cdot\|_{\infty}\right) \leq \mathcal{H}\left(\varepsilon, \mathcal{F}_{W}, \| \cdot\right.$ $\|_{\infty}$ ). Therefore, the result for $\beta$ follows.

Similar to Proposition 3.2, a strong consistency result for $\gamma_{k}$ can be provided by estimating the entropy number of $\mathcal{F}_{k}$. See Cucker and Zhou [12, Chapter 5] for the estimates of entropy numbers for various $\mathcal{H}$. However, in the following, we adopt a different approach to prove the strong consistency of $\gamma_{k}$. To this end, we first provide a general result (Theorem 3.3) on the rate of convergence of $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and then, as a special case, obtain the rates of convergence of the empirical estimators of $W, \beta$ and $\gamma_{k}$. Using this result, we then prove the strong consistency of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.
Theorem 3.3. Define $N:=m+n,\left(\widetilde{Y}_{1}, \ldots, \widetilde{Y}_{N}\right):=\left(\frac{1}{m} \cdot \underline{m} \cdot \frac{1}{m},-\frac{1}{n} \cdot n \cdot-\frac{1}{n}\right)$ and

$$
\left(X_{1}, \ldots, X_{m}, X_{m+1}, \ldots, X_{N}\right):=\left(X_{1}^{(1)}, \ldots, X_{m}^{(1)}, X_{1}^{(2)}, \ldots, X_{n}^{(2)}\right)
$$

Let $\mathcal{F}$ be the space of measurable functions such that $\|f\|_{\infty} \leq \nu, \operatorname{Var}_{\mathbb{P}}(f) \leq \sigma_{\mathbb{P}}^{2}$ and $\operatorname{Var}_{\mathbb{Q}}(f) \leq \sigma_{\mathbb{Q}}^{2}$ for all $f \in \mathcal{F}$, where $\operatorname{Var}_{\mathbb{P}}(f):=\mathbb{P} f^{2}-(\mathbb{P} f)^{2}$. Then, with probability at least $1-2 e^{-\tau}$ over the choice of $\left\{X_{i}\right\}_{i=1}^{N} \sim \mathbb{P}^{m} \otimes \mathbb{Q}^{n}$ and for all $\alpha>0, \delta \in(0,1)$, the following holds:

$$
\begin{align*}
\left|\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right| \leq \frac{2(1+\alpha)}{1-\delta} R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)+\sqrt{\frac{2 \tau(m+n)\left(\sigma_{\mathbb{P}}^{2} \vee \sigma_{\mathbb{Q}}^{2}\right)}{m n}} \\
\quad+\frac{2 \tau \nu(m+n)}{m n}\left(\frac{2}{3}+\frac{1}{\alpha}+\frac{1+\alpha}{\delta(1-\delta)}\right) \tag{3.2}
\end{align*}
$$

where

$$
\begin{equation*}
R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right):=\mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i} f\left(X_{i}\right)\right| \mid\left\{X_{i}\right\}_{i=1}^{N}\right] \tag{3.3}
\end{equation*}
$$

$\left\{\sigma_{i}\right\}_{i=1}^{N}$ are independent Rademacher (symmetric $\pm 1$-valued) random variables and $a \vee b:=\max (a, b)$.

Proof. We begin by noting that

$$
\left|\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right| \leq \sup _{f \in \mathcal{F}}\left|\left(\mathbb{P}_{m}-\mathbb{Q}_{n}\right) f-(\mathbb{P}-\mathbb{Q}) f\right|=: g\left(X_{1}, \ldots, X_{N}\right)
$$

The bound in (3.4) on $g$ can be obtained from Proposition B. 1 by using $\mu_{i}:=\mathbb{P}$ for $i=1, \ldots, m$ and $\mu_{i}:=\mathbb{Q}$ for $i=m+1, \ldots, N$ so that $P:=\mathbb{P}^{m} \otimes \mathbb{Q}^{n}$,
$z:=\left(\omega_{1}, \ldots, \omega_{N}\right)=\left(X_{1}, \ldots, X_{N}\right), \theta_{i}\left(f, \omega_{i}\right)=\frac{f\left(X_{i}\right)-\mathbb{P} f}{m}$ for $i=1, \ldots, m$ and $\theta_{i}\left(f, \omega_{i}\right)=-\frac{f\left(X_{i}\right)-\mathbb{Q} f}{n}$ for $i=m+1, \ldots, N$. Note that $\int_{\Omega_{i}} \theta_{i}(f, \omega) d \mu_{i}(\omega)=0$ for all $i$ and $f \in \mathcal{F}$. Also note that $\left\|\theta_{i}(f, \cdot)\right\|_{\infty} \leq \frac{2 \nu}{m}+\frac{2 \nu}{n}$ for all $f \in \mathcal{F}$. In addition, for $i=1, \ldots, m$, we have $\int_{\Omega_{i}} \theta_{i}^{2}(f, \omega) d \mu_{i}(\omega)=m^{-2} \mathbb{P}(f-\mathbb{P} f)^{2}=m^{-2} \operatorname{Var}_{\mathbb{P}}(f) \leq \frac{\sigma_{\mathbb{P}}^{2}}{m^{2}}$ for all $f \in \mathcal{F}$. Similarly, for $i=m+1 \ldots, N$, we have $\int_{\Omega_{i}} \theta_{i}^{2}(f, \omega) d \mu_{i}(\omega) \leq \frac{\sigma_{Q}^{2}}{n^{2}}$ for all $f \in \mathcal{F}$. By Proposition B.1, we then have that with probability at least $1-e^{-\tau}$ and for all $\alpha>0$,

$$
\begin{align*}
& g\left(X_{1}, \ldots, X_{N}\right) \leq(1+\alpha) \mathbb{E}_{P} g+ \sqrt{\frac{2 \tau(m+n)\left(\sigma_{\mathbb{P}}^{2} \vee \sigma_{\mathbb{Q}}^{2}\right)}{m n}} \\
&+\frac{2 \tau \nu(m+n)}{m n}\left(\frac{1}{\alpha}+\frac{2}{3}\right)  \tag{3.4}\\
& \begin{aligned}
&(a) \\
& \leq \\
& 2(1+\alpha) \mathbb{E} \sup _{f \in \mathcal{F}} \mid \sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i} f\left(X_{i}\right) \left\lvert\,+\sqrt{\frac{2 \tau(m+n)\left(\sigma_{\mathbb{P}}^{2} \vee \sigma_{\mathbb{Q}}^{2}\right)}{m n}}\right. \\
&+\frac{2 \tau \nu(m+n)}{m n}\left(\frac{1}{\alpha}+\frac{2}{3}\right)
\end{aligned} \\
&=2(1+\alpha) \mathbb{E}_{P} R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)+\sqrt{\frac{2 \tau(m+n)\left(\sigma_{\mathbb{P}}^{2} \vee \sigma_{\mathbb{Q}}^{2}\right)}{m n}} \\
&+\frac{2 \tau \nu(m+n)}{m n}\left(\frac{1}{\alpha}+\frac{2}{3}\right)
\end{align*}
$$

where $(a)$ follows from bounding $\mathbb{E} g\left(X_{1}, \ldots, X_{N}\right)$ by using the idea of symmetrization (see [50]; for completeness, we prove the bound in Appendix B.2). By Proposition B.3, we have that with probability at least $1-e^{-\tau}$ and for all $\delta \in(0,1)$,

$$
\begin{equation*}
\mathbb{E}_{P} R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \frac{R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)}{1-\delta}+\frac{\tau \nu(m+n)}{m n \delta(1-\delta)} \tag{3.6}
\end{equation*}
$$

Combining (3.5) and (3.6), we have that with probability at least $1-2 e^{-\tau}$, (3.2) holds.

Theorem 3.3 holds for any $\mathcal{F}$ for which $\nu$ is finite (note that $\operatorname{Var}_{\mathbb{P}}(f)=$ $\mathbb{P} f^{2}-(\mathbb{P} f)^{2} \leq \mathbb{P} f^{2} \leq \nu^{2}=: \sigma_{\mathbb{P}}^{2}$ and similarly $\left.\operatorname{Var}_{\mathbb{Q}}(f) \leq \nu^{2}\right)$. However, in order to comment about the consistency and rate of convergence of $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, we require an estimate of $R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$. Note that if $R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \xrightarrow{\mathbb{P}, \mathbb{Q}} 0$ as $m, n \rightarrow \infty$, then

$$
\left|\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right| \xrightarrow{\mathbb{P}, \mathbb{Q}} 0 \text { as } m, n \rightarrow \infty
$$

therefore proving the consistency of $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$. In addition, if $R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)=$ $O_{\mathbb{P}, \mathbb{Q}}\left(r_{m n}\right)$ where $r_{m n} \rightarrow 0$ as $m, n \rightarrow \infty$, then from (3.2),

$$
\left|\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right|=O_{\mathbb{P}, \mathbb{Q}}\left(r_{m n} \vee \sqrt{\frac{m+n}{m n}}\right),
$$

which provides a rate of convergence for $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.
In Corollary 3.5 (below) to Theorem 3.3, we estimate $R_{m n}$ in (3.3) for $\mathcal{F}=\mathcal{F}_{W}, \mathcal{F}=\mathcal{F}_{\beta}$ and $\mathcal{F}=\mathcal{F}_{k}$ to provide rates of convergence for $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, respectively. Before we present and prove Corollary 3.5, we need the result in Proposition 3.4 (which is a slight modification of the Dudley entropy bound in [41, Lemma A.3], in turn based on the bound in [28]; also see [51, Theorem 16]) that bounds $R_{m n}$ in terms of the entropy number of $\mathcal{F}$, which is then used in Corollary 3.5 to obtain bounds on $R_{m n}$ for $\mathcal{F}=\mathcal{F}_{W}$ and $\mathcal{F}=\mathcal{F}_{\beta}$. While Proposition 3.4 could also be used to obtain a bound on $R_{m n}$ for $\mathcal{F}=\mathcal{F}_{k}$, we instead use a direct and simple approach-a slight modification from [21] and [20, Appendix A.2]-, which does not require knowledge of the entropy number of $\mathcal{F}_{k}$.
Proposition 3.4. Define $\mathbb{T}_{m n}:=\frac{m+n}{m} \mathbb{P}_{m}+\frac{m+n}{n} \mathbb{Q}_{n}$. Then, for any $\mathcal{F}$ containing real valued functions on $S$,

$$
\begin{aligned}
R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \inf _{\alpha>0}\left\{4 \alpha+12 \int_{\alpha}^{A_{\mathcal{F}, \mathbb{T}_{m n}}} \sqrt{\frac{\mathcal{H}\left(\varepsilon, \mathcal{F}, L^{2}\left(\mathbb{T}_{m n}\right)\right)}{m+n}} d \varepsilon\right\} \\
& \leq \inf _{\alpha>0}\left\{4 \alpha+12 \int_{\frac{\alpha \sqrt{m n}}{m+n}}^{\left.\frac{\sqrt{m n} A_{\mathcal{F}, \mathbb{T}_{m n}}^{m+n}}{} \sqrt{\frac{\mathcal{H}\left(\varepsilon, \mathcal{F},\|\cdot\|_{\infty}\right)}{m n /(m+n)}} d \varepsilon\right\}}\right.
\end{aligned}
$$

where $A_{\mathcal{F}, \mathbb{T}_{m n}}:=\sup _{f \in \mathcal{F}}\|f\|_{L^{2}\left(\mathbb{T}_{m n}\right)}$.Suppose $\sup _{x \in S} F(x) \leq \nu<\infty$. Then,

$$
\begin{equation*}
R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \inf _{\alpha>0}\left\{4 \alpha+12 \int_{\frac{\alpha \sqrt{m n}}{m+n}}^{\nu} \sqrt{\frac{\mathcal{H}\left(\varepsilon, \mathcal{F},\|\cdot\|_{\infty}\right)}{m n /(m+n)}} d \varepsilon\right\} \tag{3.7}
\end{equation*}
$$

Proof. See Appendix C.
Corollary 3.5 (Rates of convergence for $W, \beta$ and $\gamma_{k}$ ). (i) Let $S$ be a bounded subset of $\left(\mathbb{R}^{d},\|\cdot\|_{s}\right)$ for some $1 \leq s \leq \infty$. Then there exist finite constants $\left\{C_{j}\right\}_{j=1}^{4}$ (that depend only on $d$ and $S$, and not on $m$ and $n$ ) such that

$$
\begin{align*}
R_{m n}\left(\mathcal{F}_{\beta},\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) \\
& \leq\left\{\begin{array}{cc}
C_{1} \sqrt{\frac{m+n}{m n}}+C_{2} \sqrt{\frac{m+n}{m n}} \log (m+n), & d=1 \\
C_{3} \sqrt{\frac{m+n}{m n}}+C_{4} \frac{(m+n)^{2 / 3}}{\sqrt{m n}} & d=2
\end{array}\right. \tag{3.8}
\end{align*}
$$

For $d>2$, there exist finite constants $C_{5}, C_{6}$ and $N_{0}$ (that depend only on $d$ and $S$, and not on $m$ and $n$ ) such that for any $m, n$ with $(m \wedge n)^{d+1}>N_{0}(m \vee n)^{d}$,

$$
\begin{equation*}
R_{m n}\left(\mathcal{F}_{\beta},\left\{X_{i}\right\}_{i=1}^{N}\right) \leq R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) \leq C_{5} \sqrt{\frac{m+n}{m n}}+C_{6} \frac{(m+n)^{d /(d+1)}}{\sqrt{m n}} \tag{3.9}
\end{equation*}
$$

Therefore, $\left|W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-W(\mathbb{P}, \mathbb{Q})\right|=O_{\mathbb{P}, \mathbb{Q}}\left(r_{m n}\right)$ and $\left|\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\beta(\mathbb{P}, \mathbb{Q})\right|=$ $O_{\mathbb{P}, \mathbb{Q}}\left(r_{m n}\right)$ where

$$
r_{m n}=\left\{\begin{array}{cc}
\sqrt{\frac{m+n}{m n}} \log (m+n), & d=1  \tag{3.10}\\
\frac{(m+n)^{d /(d+1)}}{\sqrt{m n}}, & d \geq 2
\end{array}\right.
$$

In addition, if $S$ is a bounded, convex subset of $\left(\mathbb{R}^{d},\|\cdot\|_{s}\right)$ with non-empty interior, then there exist finite constants $\left\{D_{j}\right\}_{j=1}^{5}$ (that depend only on $d$ and $S$ and not on $m$ ) such that for $(m \wedge n)>9$,

$$
\begin{align*}
R_{m n}\left(\mathcal{F}_{\beta},\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) \\
& \leq\left\{\begin{array}{cl}
D_{1} \sqrt{\frac{m+n}{m n}}, & d=1 \\
D_{2} \sqrt{\frac{m+n}{m n}}+D_{3} \sqrt{\frac{m+n}{m n}} \log (m+n), & d=2 \\
D_{4} \sqrt{\frac{m+n}{m n}}+D_{5} \frac{(m+n)^{(d-1) / d}}{\sqrt{m n}} & d>2
\end{array}\right. \tag{3.11}
\end{align*}
$$

and therefore, $\left|W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-W(\mathbb{P}, \mathbb{Q})\right|=O_{\mathbb{P}, \mathbb{Q}}\left(r_{m n}\right)$ and $\left|\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\beta(\mathbb{P}, \mathbb{Q})\right|=$ $O_{\mathbb{P}, \mathbb{Q}}\left(r_{m n}\right)$ where

$$
r_{m n}=\left\{\begin{array}{cl}
\sqrt{\frac{m+n}{m n}}, & d=1  \tag{3.12}\\
\sqrt{\frac{m+n}{m n}} \log (m+n), & d=2 \\
\frac{(m+n)^{(d-1) / d}}{\sqrt{m n}}, & d>2
\end{array}\right.
$$

(ii) Let $S$ be a measurable space. Suppose $k$ is measurable and $\sup _{x \in S} \sqrt{k(x, x)} \leq$ $\nu<\infty$. Then,

$$
\begin{equation*}
R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \nu \sqrt{\frac{m+n}{m n}} \tag{3.13}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\left|\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{k}(\mathbb{P}, \mathbb{Q})\right|=O_{\mathbb{P}, \mathbb{Q}}\left(\sqrt{\frac{m+n}{m n}}\right) \tag{3.14}
\end{equation*}
$$

In addition, $\left|\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{k}(\mathbb{P}, \mathbb{Q})\right| \xrightarrow{\text { a.s. }} 0$ as $m, n \rightarrow \infty$, i.e., the empirical estimator of the kernel distance is strongly consistent.
Proof. (i) Let $\mathcal{F}=\mathcal{F}_{W}$. Since $S$ is a bounded subset of $\mathbb{R}^{d}$, it is totally bounded. Define $R:=\operatorname{diam}(S)$. As shown in Proposition 3.2, we have $\sup _{f \in \mathcal{F}_{W}} F(x) \leq R$. Therefore, we obtain

$$
\begin{align*}
\mathcal{H}\left(\varepsilon, \mathcal{F}_{W},\|\cdot\|_{\infty}\right) & \leq \mathcal{N}\left(\frac{\varepsilon}{4}, S,\|\cdot\|_{s}\right) \log \left(2\left\lceil\frac{2 R}{\varepsilon}\right\rceil+1\right) \\
& \leq \eta \varepsilon^{-d}\left(4 R \varepsilon^{-1}+2\right) \tag{3.15}
\end{align*}
$$

where we have used the facts that $\lceil x\rceil \leq x+1, \log (x) \leq x-1$ and there exists $\eta>0$ (which depends on $d$ and $S$ ) such that $\mathcal{N}\left(\varepsilon, S,\|\cdot\|_{s}\right) \leq \eta \varepsilon^{-d}, 1 \leq s \leq \infty .^{4}$ Using (3.15) in (3.7), we have

$$
\begin{equation*}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \inf _{\alpha>0}\left\{4 \alpha+12 \sqrt{2 \eta} \int_{\frac{\alpha \sqrt{m n}}{m+n}}^{R} \frac{\frac{\sqrt{2 R}}{\varepsilon^{(d+1) / 2}}+\frac{1}{\varepsilon^{d / 2}}}{\sqrt{m n /(m+n)}} d \varepsilon\right\} \tag{3.16}
\end{equation*}
$$

The bounds in (3.8) are simply obtained by bounding the right hand side of (3.16), which when used in (3.2) yields the rates in (3.10). See Appendix E for details.

Suppose $S$ is convex. Then $S$ is connected. It is easy to see that $S$ is also centered, i.e., for all subsets $A \subset S$ with $\operatorname{diam}(A) \leq 2 r$ there exists a point $x \in S$ such that $\|x-a\|_{s} \leq r$ for all $a \in A$. Since $S$ is connected and centered, we have from [24] that

$$
\begin{align*}
\mathcal{H}\left(\varepsilon, \mathcal{F}_{W},\|\cdot\|_{\infty}\right) & \leq \mathcal{N}\left(\frac{\varepsilon}{2}, S,\|\cdot\|_{s}\right) \log 2+\log \left(2\left\lceil\frac{2 R}{\varepsilon}\right\rceil+1\right) \\
& \leq \eta \varepsilon^{-d} \log 2+4 R \varepsilon^{-1}+2 \tag{3.17}
\end{align*}
$$

Using (3.17) in (3.7), we have

$$
\begin{gather*}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \inf _{\alpha>0}\left\{\left(4-\frac{12 \sqrt{2}}{\sqrt{m+n}}\right) \alpha+12 \int_{\frac{\alpha \sqrt{m n}}{m+n}}^{R} \frac{\frac{\sqrt{\eta \log 2}}{\varepsilon^{d / 2}}+\frac{2 \sqrt{R}}{\sqrt{\varepsilon}}}{\sqrt{m n /(m+n)}} d \varepsilon\right\} \\
+12 \sqrt{2} R \sqrt{\frac{m+n}{m n}} \tag{3.18}
\end{gather*}
$$

The bound in (3.11) is obtained by bounding the right hand side of (3.18), which when used in (3.2) yields the rates in (3.12). See Appendix F for details.

Since $\mathcal{F}_{\beta} \subset \mathcal{F}_{W}$, we have $R_{m n}\left(\mathcal{F}_{\beta} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ and therefore, the result for $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ follows. The rates in (3.12) can also be directly obtained for $\beta$ by using the entropy number of $\mathcal{F}_{\beta}$, i.e., $\mathcal{H}\left(\varepsilon, \mathcal{F}_{\beta},\|\cdot\|_{\infty}\right)=O\left(\varepsilon^{-d}\right)$ [50, Theorem 2.7.1] in (3.7).
(ii) The bounding technique on $R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ is taken from [20], however we provide the proof in Appendix D for ease of reference. Omitting for simplicity the conditioning variables $\left\{X_{i}\right\}_{i=1}^{N}$ in the definition of $R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$, we have

$$
\begin{align*}
R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & =\mathbb{E} \sup _{\|f\|_{\mathcal{H}} \leq 1}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i} f\left(X_{i}\right)\right|=\mathbb{E}\left\|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i} K\left(\cdot, X_{i}\right)\right\|_{\mathcal{H}}  \tag{3.19}\\
& \leq \sqrt{\sum_{i=1}^{N} \widetilde{Y}_{i}^{2} k\left(X_{i}, X_{i}\right)}+\sqrt{\mathbb{E} \sum_{i \neq j}^{N} \sigma_{i} \sigma_{j} \widetilde{Y}_{i} \widetilde{Y}_{j} k\left(X_{i}, X_{j}\right)} .
\end{align*}
$$

[^3]While the bound in (3.13) can be obtained from (3.19) by noting that $\mathcal{H}$ has Rademacher type 2 (see [5, p. 303] for more details), the Appendix D reasoning provides the constant explicitly. Substituting this bound in (3.2) yields (3.14). By the Borel-Cantelli lemma, the strong consistency of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ follows.

Remark 3.6. (i) Note that the rates of convergence of $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ are dependent on the dimension, $d$ (for $S=\mathbb{R}^{d}$ ), which means that in large dimensions, more samples are needed to obtain useful estimates of $W(\mathbb{P}, \mathbb{Q})$ and $\beta(\mathbb{P}, \mathbb{Q})$. Also note that the rates are independent of the metric, $\|\cdot\|_{s}, 1 \leq s \leq \infty$.
(ii) When $S$ is a bounded, convex subset of $\left(\mathbb{R}^{d},\|\cdot\|_{s}\right)$, faster rates are obtained than for the case where $S$ is just a bounded (but not convex) subset of $\left(\mathbb{R}^{d},\|\cdot\|_{s}\right)$.
(iii) In the case of kernel distance, we have not made any assumptions on $S$ except it being a measurable space. This means that for $S=\mathbb{R}^{d}$, the rate is independent of $d$ (if $\nu$ in Corollary 3.5 (ii) is independent of $d$ ), which is a very useful property. The boundedness condition is satisfied by many commonly used kernels, including the Gaussian kernel, $k(x, y)=\exp \left(-\sigma\|x-y\|_{2}^{2}\right), \sigma>0$, Laplacian kernel, $k(x, y)=\exp \left(-\sigma\|x-y\|_{1}\right), \sigma>0$, inverse multiquadrics, $k(x, y)=\left(c^{2}+\|x-y\|_{2}^{2}\right)^{-t}, c>0, t>d / 2$, etc. on $\mathbb{R}^{d}$. See Wendland [53] for more examples. As mentioned before, the estimates for $R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ can be directly obtained by using the entropy numbers of $\mathcal{F}_{k}$. See Cucker and Zhou [12, Chapter 5] and Steinwart [45, Chapter 7] for the estimates of entropy numbers and $R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ for various $\mathcal{H}$.
(iv) The rates obtained in (3.10) and (3.12) may not be optimal due to crude upper bounding techniques used to simplify the analysis. However, the idea is to demonstrate the dependence of these rates on $d$, in contrast to the case of kernel distance where the rates in (3.14) are independent of $d$.
(v) Combining Theorem 3.3 and Corollary 3.5, it is possible to construct a $\theta$ level test for $H_{0}: \mathbb{P}=\mathbb{Q}$ vs. $H_{1}: \mathbb{P} \neq \mathbb{Q}$ as follows: For a fixed $\alpha, \delta$ and $\theta$, define

$$
\begin{gathered}
c_{\theta}:=\frac{2(1+\alpha)}{1-\delta} R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)+\sqrt{\frac{2 \nu^{2}(m+n) \log \frac{2}{\theta}}{m n}} \\
+\frac{2 \nu(m+n) \log \frac{2}{\theta}}{m n}\left(\frac{2}{3}+\frac{1}{\alpha}+\frac{1+\alpha}{\delta(1-\delta)}\right) .
\end{gathered}
$$

It is easy to see that under $H_{0}, \mathbb{P}^{m} \otimes \mathbb{Q}^{n}\left(\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)>c_{\theta}\right) \leq \theta$. Therefore, the test involves accepting $H_{0}$ when $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right) \leq c_{\theta}$ and rejecting it if otherwise.

To summarize, in this section, we have shown that the empirical estimators of the Kantorovich metric, Dudley metric and kernel distance are strongly consistent and the empirical estimator of the kernel distance exhibits a fast rate of convergence compared with those of the Kantorovich and Dudley metrics. Therefore, based on the results in this section and Section 2.1, it is clear that the empirical estimator of the kernel distance has more favorable properties compared with the other empirical estimators under consideration, and hence is more suited for use in statistical inference applications.

## 4. Simulation results

So far, in Sections 2 and 3, we have presented the empirical estimators of $W$, $\beta$ and $\gamma_{k}$ and their convergence analysis. In this section, we demonstrate the performance of these estimators through simulations and, verify the dependence of the rate of convergence of the empirical estimators of $W$ and $\beta$ on $d$ (when $S=\mathbb{R}^{d}$ ) as opposed to the dimension-independent rate of $\gamma_{k}$.

Given $\mathbb{P}$ and $\mathbb{Q}$, it is usually difficult to compute $W(\mathbb{P}, \mathbb{Q}), \beta(\mathbb{P}, \mathbb{Q})$ and $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ in closed form. However, in order to test the performance of their empirical estimators, in the following, we consider some examples where $W(\mathbb{P}, \mathbb{Q})$, $\beta(\mathbb{P}, \mathbb{Q})$ and $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ can be computed exactly. Using these examples, we show that the proposed estimators of above IPMs can be used as good surrogates to their population versions, and therefore can be used in applications such as homogeneity testing.

### 4.1. Estimator of $W(\mathbb{P}, \mathbb{Q})$

For ease of computation, let us consider $\mathbb{P}$ and $\mathbb{Q}$ (defined on the Borel $\sigma$-algebra of $\mathbb{R}^{d}$ ) as product measures, $\mathbb{P}=\otimes_{i=1}^{d} \mathbb{P}^{(i)}$ and $\mathbb{Q}=\otimes_{i=1}^{d} \mathbb{Q}^{(i)}$, where $\mathbb{P}^{(i)}$ and $\mathbb{Q}^{(i)}$ are defined on the Borel $\sigma$-algebra of $\mathbb{R}$. In this setting, when $\rho(x, y)=\|x-y\|_{1}$, it is easy to show that

$$
\begin{equation*}
W(\mathbb{P}, \mathbb{Q})=\sum_{i=1}^{d} W\left(\mathbb{P}^{(i)}, \mathbb{Q}^{(i)}\right) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
W\left(\mathbb{P}^{(i)}, \mathbb{Q}^{(i)}\right)=\int_{\mathbb{R}}\left|F_{\mathbb{P}^{(i)}}(x)-F_{\mathbb{Q}^{(i)}}(x)\right| d x \tag{4.2}
\end{equation*}
$$

and $F_{\mathbb{P}^{(i)}}(x)=\mathbb{P}^{(i)}((-\infty, x])[48] \cdot{ }^{5}$ In the following, we consider two examples where $W$ in (4.2) can be computed in closed form. We need $S$ to be a bounded subset of $\mathbb{R}^{d}$ such that the consistency of $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is guaranteed by Corollary 3.5 .
Example 1. Let $S=\times_{i=1}^{d}\left[a_{i}, s_{i}\right]$. Suppose $\mathbb{P}^{(i)}=U\left[a_{i}, b_{i}\right]$ and $\mathbb{Q}^{(i)}=U\left[r_{i}, s_{i}\right]$, which are uniform distributions on $\left[a_{i}, b_{i}\right]$ and $\left[r_{i}, s_{i}\right]$, respectively, where $-\infty<$ $a_{i} \leq r_{i} \leq b_{i} \leq s_{i}<\infty$. Then, it is easy to verify that

$$
W\left(\mathbb{P}^{(i)}, \mathbb{Q}^{(i)}\right)=\frac{s_{i}+r_{i}-a_{i}-b_{i}}{2}
$$

and $W(\mathbb{P}, \mathbb{Q})$ follows from (4.1).

[^4]

Fig 1. Empirical mean squared error of the Kantorovich metric ( $W$ ) between $\mathbb{P}=U\left[-\frac{1}{2}, \frac{1}{2}\right]^{d}$ and $\mathbb{Q}=U[0,1]^{d}$ with $\rho(x, y)=\|x-y\|_{1}$ for increasing sample size $N$ and various $d$. Here, $U\left[l_{1}, l_{2}\right]^{d}$ represents a uniform distribution on $\left[l_{1}, l_{2}\right]^{d}$. The empirical mean squared error is computed by choosing $T=100$. See Example 1 and footnote 6 for details.

Figure 1 shows the behavior of $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of empirical mean squared error $^{6}$ for various $d$ and various sample sizes, $m=n=\frac{N}{2}$. Here, we chose $a_{i}=$ $-\frac{1}{2}, b_{i}=\frac{1}{2}, r_{i}=0$ and $s_{i}=1$ for all $i=1, \ldots, d$ such that $W\left(\mathbb{P}^{(i)}, \mathbb{Q}^{(i)}\right)=\frac{1}{2}, \forall i$ and $W(\mathbb{P}, \mathbb{Q})=\frac{d}{2}$.

Example 2. Let $S=\times_{i=1}^{d}\left[0, c_{i}\right]$. Suppose $\mathbb{P}^{(i)}, \mathbb{Q}^{(i)}$ have densities

$$
p_{i}(x)=\frac{d \mathbb{P}^{(i)}}{d x}=\frac{\lambda_{i} e^{-\lambda_{i} x}}{1-e^{-\lambda_{i} c_{i}}}, q_{i}(x)=\frac{d \mathbb{Q}^{(i)}}{d x}=\frac{\mu_{i} e^{-\mu_{i} x}}{1-e^{-\mu_{i} c_{i}}},
$$

respectively, where $\lambda_{i}>0, \mu_{i}>0$. Note that $\mathbb{P}^{(i)}$ and $\mathbb{Q}^{(i)}$ are exponential distributions supported on $\left[0, c_{i}\right]$ with rate parameters $\lambda_{i}$ and $\mu_{i}$. Then, it can
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FIG 2. Empirical mean squared error of the Kantorovich metric ( $W$ ) between $\mathbb{P}$ and $\mathbb{Q}$, which are truncated exponential distributions on $\mathbb{R}_{+}^{d}$, with $\rho(x, y)=\|x-y\|_{1}$ for increasing sample size $N$ and various $d$. The empirical mean squared error is computed by choosing $T=100$. See Example 2 and footnote 6 for details.
be shown that

$$
W\left(\mathbb{P}^{(i)}, \mathbb{Q}^{(i)}\right)=\left|\frac{1}{\lambda_{i}}-\frac{1}{\mu_{i}}-\frac{c_{i}\left(e^{-\lambda_{i} c_{i}}-e^{-\mu_{i} c_{i}}\right)}{\left(1-e^{-\lambda_{i} c_{i}}\right)\left(1-e^{-\mu_{i} c_{i}}\right)}\right|
$$

and $W(\mathbb{P}, \mathbb{Q})$ follows from (4.1).
Figure 2 shows the behavior of $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of empirical mean squared error for various $d$ and various sample sizes, $m=n=\frac{N}{2}$, where we chose $\lambda_{i}=3$, $\mu_{i}=1$ and $c_{i}=5$ for all $i$.

The empirical estimates in Figures 1 and 2 are obtained by drawing $N$ i.i.d. samples (with $m=n=N / 2$ ) from $\mathbb{P}$ and $\mathbb{Q}$ and then solving the linear program in (2.4). It is easy to see from these figures that $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ improves with increasing sample size and that $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ estimates $W(\mathbb{P}, \mathbb{Q})$ correctly, which therefore demonstrates the efficacy of the estimator. Note that instead of plotting the error bars around the bias of $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, we plotted the empirical mean squared error so as not to crowd the plots. Figures 1 and 2 also show the effect of the dimensionality, $d$ of the data on $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, by showing that the rate of convergence of the estimator gets slower with increasing $d$ (see the flattening of the curves at large $d$ ) - see Corollary 3.5.

### 4.2. Estimator of $\gamma_{k}(\mathbb{P}, \mathbb{Q})$

We now consider the performance of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$. [21, 43] have shown that when $k$ is measurable and bounded,

$$
\begin{align*}
& \gamma_{k}(\mathbb{P}, \mathbb{Q})=\left\|\int_{S} k(\cdot, x) d \mathbb{P}(x)-\int_{S} k(\cdot, x) d \mathbb{Q}(x)\right\|_{\mathcal{H}} \\
&= {\left[\iint_{S} k(x, y) d \mathbb{P}(x) d \mathbb{P}(y)+\iint_{S} k(x, y) d \mathbb{Q}(x) d \mathbb{Q}(y)\right.} \\
&\left.\quad-2 \iint_{S} k(x, y) d \mathbb{P}(x) d \mathbb{Q}(y)\right]^{\frac{1}{2}} \tag{4.3}
\end{align*}
$$

where the second equality follows from the reproducing property of the kernel (see footnote 1). Note that, although $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ has a closed form in (4.3), exact computation is not always possible for all choices of $k, \mathbb{P}$ and $\mathbb{Q}$. In such cases, one has to resort to numerical techniques to compute the integrals in (4.3). In the following, we present four examples where we choose $\mathbb{P}$ and $\mathbb{Q}$ such that $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ can be computed exactly. Also, note that for the consistency of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, by Corollary 3.5, we just need the kernel, $k$ to be measurable and bounded, and no assumptions on $S$ are required.
Example 3. Let $S=\mathbb{R}^{d}, \mathbb{P}=\otimes_{i=1}^{d} \mathbb{P}^{(i)}$ and $\mathbb{Q}=\otimes_{i=1}^{d} \mathbb{Q}^{(i)}$. Suppose $\mathbb{P}^{(i)}=$ $N\left(\mu_{i}, \sigma_{i}^{2}\right)$ and $\mathbb{Q}^{(i)}=N\left(\lambda_{i}, \theta_{i}^{2}\right)$, where $N\left(\mu, \sigma^{2}\right)$ represents a Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$. Let $k(x, y)=\exp \left(-\|x-y\|_{2}^{2} / 2 \tau^{2}\right)$. Clearly, $k$ is measurable and bounded. With this choice of $k, \mathbb{P}$ and $\mathbb{Q}, \gamma_{k}$ in (4.3) can be computed exactly as

$$
\gamma_{k}^{2}(\mathbb{P}, \mathbb{Q})=\prod_{i=1}^{d} \frac{\tau}{\sqrt{2 \sigma_{i}^{2}+\tau^{2}}}+\prod_{i=1}^{d} \frac{\tau}{\sqrt{2 \theta_{i}^{2}+\tau^{2}}}-2 \prod_{i=1}^{d} \frac{\tau e^{-\frac{\left(\mu_{i}-\lambda_{i}\right)^{2}}{2\left(\sigma_{i}^{2}+\theta_{i}^{2}+\tau^{2}\right)}}}{\sqrt{\sigma_{i}^{2}+\theta_{i}^{2}+\tau^{2}}}
$$

as the integrals in (4.3) simply involve the convolution of Gaussian distributions.
Figure 3 shows the behavior of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of empirical mean squared error for various $d$ and sample sizes $m=n=\frac{N}{2}$, where we chose $\tau=1, \mu_{i}=0$, $\lambda_{i}=1, \sigma_{i}=\sqrt{2}$ and $\theta_{i}=\sqrt{2}$ for all $i$.

Example 4. Let $S=\mathbb{R}_{+}^{d}, \mathbb{P}=\otimes_{i=1}^{d} \mathbb{P}^{(i)}$ and $\mathbb{Q}=\otimes_{i=1}^{d} \mathbb{Q}^{(i)}$. Suppose $\mathbb{P}^{(i)}=$ $\operatorname{Exp}\left(1 / \lambda_{i}\right)$ and $\mathbb{Q}^{(i)}=\operatorname{Exp}\left(1 / \mu_{i}\right)$, which are exponential distributions on $\mathbb{R}_{+}$with rate parameters $\lambda_{i}>0$ and $\mu_{i}>0$, respectively. Suppose $k(x, y)=\exp (-\alpha \| x-$ $\left.y \|_{1}\right), \alpha>0$, which is a Laplacian kernel on $\mathbb{R}^{d}$. Then for $\lambda_{i} \neq \mu_{i} \neq \alpha, \forall i$, it is easy to verify that $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ in (4.3) reduces to

$$
\gamma_{k}^{2}(\mathbb{P}, \mathbb{Q})=\prod_{i=1}^{d} \frac{\lambda_{i}}{\lambda_{i}+\alpha}+\prod_{i=1}^{d} \frac{\mu_{i}}{\mu_{i}+\alpha}-2 \prod_{i=1}^{d} \frac{\lambda_{i} \mu_{i}\left(\lambda_{i}+\mu_{i}+2 \alpha\right)}{\left(\lambda_{i}+\alpha\right)\left(\mu_{i}+\alpha\right)\left(\lambda_{i}+\mu_{i}\right)}
$$



Fig 3. Empirical mean squared error of the kernel distance $\left(\gamma_{k}\right)$ between $\mathbb{P}=N\left(0,2 I_{d}\right)$ and $\mathbb{Q}=N\left(1,2 I_{d}\right)$ with $k(x, y)=\exp \left(-\frac{1}{2}\|x-y\|_{2}^{2}\right)$ for increasing sample size $N$ and various $d$. Here, $N\left(\mu, \sigma^{2} I_{d}\right)$ represents a normal distribution with mean vector $\left(\mu_{1}, . .{ }_{.}, \mu_{d}\right)$ and covariance matrix $\sigma^{2} I_{d} . I_{d}$ represents the $d \times d$ identity matrix. The empirical mean squared error is computed by choosing $T=100$. See Example 3 and footnote 6 for details.

Figure 4 shows the behavior of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of empirical mean squared error for various $d$ and sample sizes $m=n=\frac{N}{2}$, where we chose $\alpha=1, \lambda_{i}=3$ and $\mu_{i}=2$ for all $i$.

As in the case of $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, the performance of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is verified by drawing $N$ i.i.d. samples (with $m=n=N / 2$ ) from $\mathbb{P}$ and $\mathbb{Q}$ and computing $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in $(2.11)$. It is easy to see from Figures 3 and 4 that the quality of the estimate improves with increasing sample size and that $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ estimates $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ correctly. In addition, these figures also show that the dimensionality $d$ does not greatly affect the rate of convergence of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$, as predicted by Corollary 3.5 . In order to compare the performance of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ with $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of the dependence of the rate of convergence on $d$, in the following, we consider the estimation of $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ for the distributions in Examples 1 and 2.

Example 5. Let $S=\times_{i=1}^{d}\left[a_{i}, s_{i}\right]$. Suppose $\mathbb{P}^{(i)}=U\left[a_{i}, b_{i}\right]$ and $\mathbb{Q}^{(i)}=U\left[r_{i}, s_{i}\right]$, which are uniform distributions on $\left[a_{i}, b_{i}\right]$ and $\left[r_{i}, s_{i}\right]$, respectively, where $-\infty<$ $a_{i} \leq r_{i} \leq b_{i} \leq s_{i}<\infty$. Suppose $k(x, y)=\exp \left(-\alpha\|x-y\|_{1}\right), \alpha>0$, which is a Laplacian kernel on $\mathbb{R}^{d}$. Then, it is easy to verify that


Fig 4. Empirical mean squared error of the kernel distance $\left(\gamma_{k}\right)$ between $\mathbb{P}$ and $\mathbb{Q}$, which are exponential distributions on $\mathbb{R}_{+}^{d}$ with $k(x, y)=\exp \left(-\|x-y\|_{1}\right)$ for increasing sample size $N$ and various $d$. The empirical mean squared error is computed by choosing $T=100$. See Example 4 and footnote 6 for details.

$$
\begin{aligned}
\gamma_{k}^{2}(\mathbb{P}, \mathbb{Q})=\prod_{i=1}^{d} & \frac{2\left(b_{i}-a_{i}-1+e^{a_{i}-b_{i}}\right)}{\left(b_{i}-a_{i}\right)^{2}}+\prod_{i=1}^{d} \frac{2\left(s_{i}-r_{i}-1+e^{r_{i}-s_{i}}\right)}{\left(s_{i}-r_{i}\right)^{2}} \\
& -2 \prod_{i=1}^{d} \frac{2\left(b_{i}-r_{i}\right)+e^{a_{i}-s_{i}}-e^{b_{i}-s_{i}}-e^{a_{i}-r_{i}}+e^{r_{i}-b_{i}}}{\left(b_{i}-a_{i}\right)\left(s_{i}-r_{i}\right)}
\end{aligned}
$$

Figure 5 shows the behavior of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of empirical mean squared error for various $d$ and various sample sizes, $m=n=\frac{N}{2}$. As in Example 1, we chose $\alpha=1, a_{i}=-\frac{1}{2}, b_{i}=\frac{1}{2}, r_{i}=0$ and $s_{i}=1$ for all $i=1, \ldots, d$.
Example 6. Let $S=\times_{i=1}^{d}\left[0, c_{i}\right]$. Suppose $\mathbb{P}^{(i)}, \mathbb{Q}^{(i)}$ have densities

$$
p_{i}(x)=\frac{d \mathbb{P}^{(i)}}{d x}=\frac{\lambda_{i} e^{-\lambda_{i} x}}{1-e^{-\lambda_{i} c_{i}}}, q_{i}(x)=\frac{d \mathbb{Q}^{(i)}}{d x}=\frac{\mu_{i} e^{-\mu_{i} x}}{1-e^{-\mu_{i} c_{i}}},
$$

respectively, where $\lambda_{i}>0, \mu_{i}>0$. Note that $\mathbb{P}^{(i)}$ and $\mathbb{Q}^{(i)}$ are exponential distributions supported on $\left[0, c_{i}\right]$ with rate parameters $\lambda_{i}$ and $\mu_{i}$. Let $k(x, y)=$ $\exp \left(-\alpha\|x-y\|_{1}\right)$ for $\alpha>0$. Then, it can be shown that for $\lambda_{i} \neq \alpha$ and $\mu_{i} \neq \alpha$ for all $i$, we have
$\gamma_{k}^{2}(\mathbb{P}, \mathbb{Q})=\prod_{i=1}^{d} \frac{\lambda_{i}^{2} \Theta\left(\lambda_{i}, \lambda_{i}, c_{i}\right)}{\left(1-e^{-\lambda_{i} c_{i}}\right)^{2}}+\prod_{i=1}^{d} \frac{\mu_{i}^{2} \Theta\left(\mu_{i}, \mu_{i}, c_{i}\right)}{\left(1-e^{-\mu_{i} c_{i}}\right)^{2}}-2 \prod_{i=1}^{d} \frac{\lambda_{i} \mu_{i} \Theta\left(\lambda_{i}, \mu_{i}, c_{i}\right)}{\left(1-e^{-\lambda_{i} c_{i}}\right)\left(1-e^{-\mu_{i} c_{i}}\right)}$,


FIG 5. Empirical mean squared error of the kernel distance $\left(\gamma_{k}\right)$ between $\mathbb{P}=U\left[-\frac{1}{2}, \frac{1}{2}\right]^{d}$ and $\mathbb{Q}=U[0,1]^{d}$ with $k(x, y)=\exp \left(-\|x-y\|_{1}\right)$ for increasing sample size $N$ and various $d$. Here $U\left[l_{1}, l_{2}\right]^{d}$ represents a uniform distribution on $\left[l_{1}, l_{2}\right]^{d}$. The empirical mean squared error is computed by choosing $T=100$. See Example 5 and footnote 6 for details.
where

$$
\begin{aligned}
\Theta(\lambda, \mu, c):=\frac{\alpha-\lambda-(\alpha+\mu) e^{-(\lambda+\mu) c}+(\lambda+\mu) e^{-(\alpha+\mu) c}}{(\lambda+\mu)(\alpha+\mu)(\alpha-\lambda)} \\
+\frac{\alpha-\mu-(\alpha+\lambda) e^{-(\lambda+\mu) c}+(\lambda+\mu) e^{-(\alpha+\lambda) c}}{(\lambda+\mu)(\alpha+\lambda)(\alpha-\mu)}
\end{aligned}
$$

Figure 6 shows the behavior of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of empirical mean squared error for various $d$ and various sample sizes, $m=n=\frac{N}{2}$, where we chose $\alpha=2$, $\lambda_{i}=3, \mu_{i}=1$ and $c_{i}=5$ for all $i$.

First note from Figures 5 and 6 that the quality of the estimate of $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ improves with increasing sample size and that $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ estimates $\gamma_{k}(\mathbb{P}, \mathbb{Q})$ correctly. By comparing these figures with Figures 1 and 2, it can be seen that the rate of convergence of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is less strongly affected than $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ by the dimensionality of data, again following Corollary 3.5.

### 4.3. Estimator of $\beta(\mathbb{P}, \mathbb{Q})$

In the case of $W$ and $\gamma_{k}$, we have closed form expressions to start with-see (4.2) and (4.3) -which can be solved by numerical methods. The resulting values are then used as baselines to test the performance of the estimators of $W$


Fig 6. Empirical mean squared error of the kernel distance $\left(\gamma_{k}\right)$ between $\mathbb{P}$ and $\mathbb{Q}$, which are truncated exponential distributions on $\mathbb{R}_{+}^{d}$, with $k(x, y)=\exp \left(-\|x-y\|_{1}\right)$ for increasing sample size $N$ and various $d$. The empirical mean squared error is computed by choosing $T=100$. See Example 6 and footnote 6 for details.
and $\gamma_{k}$. On the other hand, in the case of $\beta$, we are not aware of any such closed form expression to compute the baseline. However, it is possible to compute $\beta(\mathbb{P}, \mathbb{Q})$ when $\mathbb{P}$ and $\mathbb{Q}$ are discrete distributions on $S$, i.e., $\mathbb{P}=\sum_{i=1}^{r} \lambda_{i} \delta_{X_{i}}$, $\mathbb{Q}=\sum_{i=1}^{s} \mu_{i} \delta_{Z_{i}}$, where $\sum_{i=1}^{r} \lambda_{i}=1, \sum_{i=1}^{s} \mu_{i}=1, \lambda_{i} \geq 0, \forall i, \mu_{i} \geq 0, \forall i$, and $X_{i}, Z_{i} \in S$. This is because, for this choice of $\mathbb{P}$ and $\mathbb{Q}$, we have

$$
\begin{align*}
\beta(\mathbb{P}, \mathbb{Q}) & =\sup \left\{\sum_{i=1}^{r} \lambda_{i} f\left(X_{i}\right)-\sum_{i=1}^{s} \mu_{i} f\left(Z_{i}\right):\|f\|_{B L} \leq 1\right\} \\
& =\sup \left\{\sum_{i=1}^{r+s} \theta_{i} f\left(V_{i}\right):\|f\|_{B L} \leq 1\right\}, \tag{4.4}
\end{align*}
$$

where $\theta=\left(\lambda_{1}, \ldots, \lambda_{r},-\mu_{1}, \ldots,-\mu_{s}\right), V=\left(X_{1}, \ldots, X_{r}, Z_{1}, \ldots, Z_{s}\right)$ with $\theta_{i}:=$ $(\theta)_{i}$ and $V_{i}:=(V)_{i}$. Now, (4.4) is of the form of (2.1) and so, by Theorem 2.3, $\beta(\mathbb{P}, \mathbb{Q})=\sum_{i=1}^{r+s} \theta_{i} a_{i}^{\star}$, where $\left\{a_{i}^{\star}\right\}$ solve the following linear program,

$$
\begin{align*}
\max _{a_{1}, \ldots, a_{r+s}, b, c} & \sum_{i=1}^{r+s} \theta_{i} a_{i} \\
\text { s.t. } & -b \rho\left(V_{i}, V_{j}\right) \leq a_{i}-a_{j} \leq b \rho\left(V_{i}, V_{j}\right), \forall i, j \\
& -c \leq a_{i} \leq c, \forall i \\
& b+c \leq 1 . \tag{4.5}
\end{align*}
$$



Fig 7. Empirical mean squared error of the Dudley metric ( $\beta$ ) between discrete distributions $\mathbb{P}$ and $\mathbb{Q}$ on $\mathbb{R}$ for increasing sample size $N$. The empirical mean squared error is computed by choosing $T=100$. See Example 7 and footnote 6 for details.

Therefore, for these distributions, one can compute the baseline which can then be used to verify the performance of $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$. In the following, we consider a simple example to demonstrate the performance of $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.
Example 7. Let $S=\{0,1,2,3,4,5\} \subset \mathbb{R}, \lambda=\left(\frac{1}{3}, \frac{1}{6}, \frac{1}{8}, \frac{1}{4}, \frac{1}{8}\right), \mu=\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right)$, $X=(0,1,2,3,4)$ and $Z=(2,3,4,5)$. With this choice, $\mathbb{P}$ and $\mathbb{Q}$ are defined as $\mathbb{P}=\sum_{i=1}^{5} \lambda_{i} \delta_{X_{i}}$ and $\mathbb{Q}=\sum_{i=1}^{4} \mu_{i} \delta_{Z_{i}}$. By solving (4.5) with $\rho(x, y)=|x-y|$, we get $\beta(\mathbb{P}, \mathbb{Q})=0.5278$.

Figure 7 shows the behavior of $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ in terms of empirical mean squared error which is computed by drawing $T=100$ sets of $N$ i.i.d. samples (with $m=n=N / 2$ ) from $\mathbb{P}$ and $\mathbb{Q}$ and solving the linear program in (2.8)-see footnote 6 for details. It can be seen that $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ estimates $\beta(\mathbb{P}, \mathbb{Q})$ correctly.

Since we do not know how to compute $\beta(\mathbb{P}, \mathbb{Q})$ for $\mathbb{P}$ and $\mathbb{Q}$ other than the ones we discussed here, we do not provide any other non-trivial examples to test the performance of $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.

## 5. Empirical estimation of total variation distance

In Sections 2-4, we derived and analyzed the empirical estimators of $W, \beta$ and $\gamma_{k}$. Since the total variation distance,

$$
T V(\mathbb{P}, \mathbb{Q}):=\sup \left\{\int_{S} f d(\mathbb{P}-\mathbb{Q}):\|f\|_{\infty} \leq 1\right\}
$$

is also an IPM, we consider in this section its empirical estimation and consistency analysis. Suppose $S$ is a metric space. Let $T V\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ be the empirical estimator of $T V(\mathbb{P}, \mathbb{Q})$. Using similar arguments as in Theorems 2.1 and 2.3, it can be shown that

$$
T V\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=\sum_{i=1}^{N} \widetilde{Y}_{i} a_{i}^{\star},
$$

where $\left\{a_{i}^{\star}\right\}_{i=1}^{N}$ solve the following linear program,

$$
\max _{a_{1}, \ldots, a_{N}}\left\{\sum_{i=1}^{N} \tilde{Y}_{i} a_{i}:-1 \leq a_{i} \leq 1, \forall i\right\}
$$

Now, the question is whether this estimator is consistent. First, note that $a_{i}^{\star}=$ $\operatorname{sign}\left(\widetilde{Y}_{i}\right)$ and therefore, $T V\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)=2$ for any $m, n$. This means that for any $\mathbb{P}, \mathbb{Q}$ such that $T V(\mathbb{P}, \mathbb{Q})<2, T V\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is not a consistent estimator of $T V(\mathbb{P}, \mathbb{Q})$. Indeed, $a_{i}^{\star}, \forall i$ are independent of the actual samples, $\left\{X_{i}\right\}_{i=1}^{N}$ drawn from $\mathbb{P}$ and $\mathbb{Q}$, unlike in the estimation of the Kantorovich and Dudley metrics, and therefore it is not surprising that $T V\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is not a consistent estimator of $T V(\mathbb{P}, \mathbb{Q})$.

The issue in the empirical estimation of $T V(\mathbb{P}, \mathbb{Q})$ is that the set $\mathcal{F}_{T V}:=\{f:$ $\left.\|f\|_{\infty} \leq 1\right\}$ is too large to obtain meaningful results if no assumptions on the distributions are made. If certain reasonable assumptions are made on the distributions, however, then the total variation distance between such distributions can be estimated consistently in a strong sense. ${ }^{7}$ On the other hand, instead of restricting the class of probability measures, one can choose a more manageable subset $\mathcal{F}$ of $\mathcal{F}_{T V}$ such that $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q}) \leq T V(\mathbb{P}, \mathbb{Q}), \forall \mathbb{P}, \mathbb{Q}$ and $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is a consistent estimator of $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})$. Examples of such choice of $\mathcal{F}$ include $\mathcal{F}_{\beta}$ and $\left\{\mathbb{1}_{(-\infty, t]}: t \in \mathbb{R}^{d}\right\}$, where the former yields the Dudley metric while the latter results in the Kolmogorov distance. The empirical estimator of the Dudley metric and its consistency have been presented in Sections 2.1 and 3. The empirical estimator of the Kolmogorov distance between $\mathbb{P}$ and $\mathbb{Q}$ is well studied and is strongly consistent, which simply follows from the Glivenko-Cantelli theorem [14, Theorem 12.4].

Since the total variation distance between $\mathbb{P}$ and $\mathbb{Q}$ cannot be estimated consistently for all $\mathbb{P}, \mathbb{Q}$, we present two new lower bounds on $T V$, one involving $W$ and $\beta$ and the other involving $\gamma_{k}$, which can be estimated consistently.

Proposition 5.1 (Lower bounds on $T V$ ). (i) Suppose $(S, \rho)$ is a metric space.
Then for all $\mathbb{P} \neq \mathbb{Q}$, we have

$$
\begin{equation*}
T V(\mathbb{P}, \mathbb{Q}) \geq \frac{W(\mathbb{P}, \mathbb{Q}) \beta(\mathbb{P}, \mathbb{Q})}{W(\mathbb{P}, \mathbb{Q})-\beta(\mathbb{P}, \mathbb{Q})} \tag{5.1}
\end{equation*}
$$

[^6](ii) Suppose $C:=\sup _{x \in S} k(x, x)<\infty$. Then,
\[

$$
\begin{equation*}
T V(\mathbb{P}, \mathbb{Q}) \geq \frac{\gamma_{k}(\mathbb{P}, \mathbb{Q})}{\sqrt{C}} \tag{5.2}
\end{equation*}
$$

\]

Proof. (i) The proof is based on Lemma 2.7. Note that $\|f\|_{L},\|f\|_{B L}$ and $\|f\|_{\infty}$ are convex functionals on the vector spaces $\operatorname{Lip}(S, \rho), B L(S, \rho)$ and $U(S):=$ $\left\{f: S \rightarrow \mathbb{R} \mid\|f\|_{\infty}<\infty\right\}$, respectively. Similarly, $\mathbb{P} f-\mathbb{Q} f$ is a convex functional on $\operatorname{Lip}(S, \rho), B L(S, \rho)$ and $U(S)$. Since $\mathbb{P} \neq \mathbb{Q}, \mathbb{P} f-\mathbb{Q} f$ is not constant on $\mathcal{F}_{W}$, $\mathcal{F}_{\beta}$ and $\mathcal{F}_{T V}$. Therefore, by appropriately choosing $\psi, \theta, V$ and $b$ in Lemma 2.7, the following sequence of inequalities is obtained:

$$
\begin{aligned}
1= & \inf \left\{\|f\|_{B L}: \mathbb{P} f-\mathbb{Q} f \geq \beta(\mathbb{P}, \mathbb{Q}), f \in B L(S, \rho)\right\} \\
\geq & \inf \left\{\|f\|_{L}: \mathbb{P} f-\mathbb{Q} f \geq \beta(\mathbb{P}, \mathbb{Q}), f \in B L(S, \rho)\right\} \\
& \quad+\inf \left\{\|f\|_{\infty}: \mathbb{P} f-\mathbb{Q} f \geq \beta(\mathbb{P}, \mathbb{Q}), f \in B L(S, \rho)\right\} \\
= & \frac{\beta(\mathbb{P}, \mathbb{Q})}{W(\mathbb{P}, \mathbb{Q})} \inf \left\{\|f\|_{L}: \mathbb{P} f-\mathbb{Q} f \geq W(\mathbb{P}, \mathbb{Q}), f \in B L(S, \rho)\right\} \\
& +\frac{\beta(\mathbb{P}, \mathbb{Q})}{T V(\mathbb{P}, \mathbb{Q})} \inf \left\{\|f\|_{\infty}: \mathbb{P} f-\mathbb{Q} f \geq T V(\mathbb{P}, \mathbb{Q}), f \in B L(S, \rho)\right\} \\
\geq & \frac{\beta(\mathbb{P}, \mathbb{Q})}{W(\mathbb{P}, \mathbb{Q})} \inf \left\{\|f\|_{L}: \mathbb{P} f-\mathbb{Q} f \geq W(\mathbb{P}, \mathbb{Q}), f \in \operatorname{Lip}(S, \rho)\right\} \\
& \quad+\frac{\beta(\mathbb{P}, \mathbb{Q})}{T V(\mathbb{P}, \mathbb{Q})} \inf \left\{\|f\|_{\infty}: \mathbb{P} f-\mathbb{Q} f \geq T V(\mathbb{P}, \mathbb{Q}), f \in U(S)\right\} \\
= & \frac{\beta(\mathbb{P}, \mathbb{Q})}{W(\mathbb{P}, \mathbb{Q})}+\frac{\beta(\mathbb{P}, \mathbb{Q})}{T V(\mathbb{P}, \mathbb{Q})},
\end{aligned}
$$

which gives (5.1).
(ii) To prove (5.2), we use the coupling formulation for $T V$ [25, p. 19] given by

$$
\begin{equation*}
T V(\mathbb{P}, \mathbb{Q})=2 \inf _{\mu \in \mathcal{L}(\mathbb{P}, \mathbb{Q})} \mu(X \neq Y) \tag{5.3}
\end{equation*}
$$

where $\mathcal{L}(\mathbb{P}, \mathbb{Q})$ is the set of all measures on $S \times S$ with marginals $\mathbb{P}$ and $\mathbb{Q}$. Here, $X$ and $Y$ are distributed as $\mathbb{P}$ and $\mathbb{Q}$, respectively. Let $\lambda \in \mathcal{L}(\mathbb{P}, \mathbb{Q})$ and $f \in \mathcal{H}$. Then,

$$
\begin{aligned}
\left|\int_{S} f d(\mathbb{P}-\mathbb{Q})\right| & =\left|\int(f(x)-f(y)) d \lambda(x, y)\right| \\
& \leq \int|f(x)-f(y)| d \lambda(x, y) \\
& \stackrel{(a)}{=} \int\left|\langle f, k(\cdot, x)-k(\cdot, y)\rangle_{\mathcal{H}}\right| d \lambda(x, y) \\
& \stackrel{(b)}{\leq}\|f\|_{\mathcal{H}} \int\|k(\cdot, x)-k(\cdot, y)\|_{\mathcal{H}} d \lambda(x, y)
\end{aligned}
$$

where we have used the reproducing property of $\mathcal{H}$ in $(a)$ and the CauchySchwartz inequality in (b). Taking the supremum over $f \in \mathcal{F}_{k}$ and the infimum over $\lambda \in \mathcal{L}(\mathbb{P}, \mathbb{Q})$ gives

$$
\begin{equation*}
\gamma_{k}(\mathbb{P}, \mathbb{Q}) \leq \inf _{\lambda \in \mathcal{L}(\mathbb{P}, \mathbb{Q})} \int\|k(\cdot, x)-k(\cdot, y)\|_{\mathcal{H}} d \lambda(x, y) \tag{5.4}
\end{equation*}
$$

Consider

$$
\begin{align*}
\|k(\cdot, x)-k(\cdot, y)\|_{\mathcal{H}} & \leq \mathbb{1}_{x \neq y}\|k(\cdot, x)-k(\cdot, y)\|_{\mathcal{H}} \\
& \leq \mathbb{1}_{x \neq y}\left[\|k(\cdot, x)\|_{\mathcal{H}}+\|k(\cdot, y)\|_{\mathcal{H}}\right] \\
& =\mathbb{1}_{x \neq y}[\sqrt{k(x, x)}+\sqrt{k(y, y)}] \leq 2 \sqrt{C} \mathbb{1}_{x \neq y} \tag{5.5}
\end{align*}
$$

Using (5.5) in (5.4) yields (5.2) through (5.3).
Remark 5.2. (i) A simple lower bound on $T V$ can be obtained as $T V(\mathbb{P}, \mathbb{Q}) \geq$ $\beta(\mathbb{P}, \mathbb{Q}), \forall \mathbb{P}, \mathbb{Q}$. However, it is easy to see that the bound in (5.1) is tighter as $\frac{W(\mathbb{P}, \mathbb{Q}) \beta(\mathbb{P}, \mathbb{Q})}{W(\mathbb{P}, \mathbb{Q})-\beta(\mathbb{P}, \mathbb{Q})} \geq \beta(\mathbb{P}, \mathbb{Q})$ with equality only if $\mathbb{P}=\mathbb{Q}$.
(ii) Theorem 4 in [18] shows that the total-variation and Kantorovich distances are related as $\frac{2 W(\mathbb{P}, \mathbb{Q})}{\operatorname{diam}(S)} \leq T V(\mathbb{P}, \mathbb{Q})$, which makes sense if $S$ is bounded. By simple algebra, it is easy to check that this bound is weaker than the proposed bound in $(5.1)$ if $W(\mathbb{P}, \mathbb{Q}) \leq(1+\operatorname{diam}(S) / 2) \beta(\mathbb{P}, \mathbb{Q})$.
(iii) The bounds in (5.1) and (5.2) translate as lower bounds on the KLdivergence through Pinsker's inequality: $T V^{2}(\mathbb{P}, \mathbb{Q}) \leq 2 D_{t \log t}(\mathbb{P}, \mathbb{Q}), \forall \mathbb{P}, \mathbb{Q}$. See Fedotov et al. [16] and references therein for more refined bounds between $T V$ and $K L$. Therefore, using these bounds, one can obtain a consistent estimate of a lower bound on $T V$ and $K L$. The bounds in (5.1) and (5.2) also translate to lower bounds on other distance measures on probabilities. See [18] for a detailed discussion of the relation between various metrics.

## 6. Conclusion \& discussion

In this work, we have studied the empirical estimation of integral probability metrics between two probability measures, based on finite samples drawn i.i.d. from each. We have provided empirical estimates, proved consistency, and obtained convergence rates for the empirical estimators of the Kantorovich metric, Dudley metric and kernel distance. We have shown that: (a) the empirical estimator of the kernel distance is easy to implement as it can be obtained in a closed form, unlike the Kantorovich and Dudley metrics, which require solving linear programs; (b) the empirical estimator of the kernel distance has a better rate of convergence than the empirical estimators of the other two metrics, though all these estimators are strongly consistent. Due to these favorable properties, the empirical estimator of the kernel distance might be more useful in statistical inference applications than the remaining two. We also provided a
novel interpretation of these empirical estimators by relating them to the binary classification problem.

There are several interesting questions yet to be explored in connection with this work:
(i) The minimax rate for estimating $W, \beta$ and $\gamma_{k}$ has not been established, nor is it known whether the empirical estimators achieve this rate.
(ii) Although the limiting distribution of $\gamma_{k}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is known for the cases of $\mathbb{P}=\mathbb{Q}$ and $\mathbb{P} \neq \mathbb{Q}[21$, Theorem 8]; [20, Theorem 12], it is not clear whether a limiting distribution exists for $W\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ and $\beta\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$.
(iii) An empirical estimate of the Fortet-Mourier metric has yet to be obtained.

## Appendix A: Relation between IPMs and $\phi$-divergences

In this appendix, we discuss the relation between IPMs and $\phi$-divergences, and show that IPMs are essentially different from $\phi$-divergences.

Based on the definitions of IPM and $\phi$-divergence, it is clear that $\left\{\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right.$ : $\mathcal{F}\}$ and $\left\{D_{\phi}(\mathbb{P}, \mathbb{Q}): \phi\right\}$ represent classes of IPMs and $\phi$-divergences (on $\mathbb{P}$ and $\mathbb{Q})$ indexed by $\mathcal{F}$ and $\phi$, respectively. Let us define $\mathscr{P}_{\lambda}$ as the set of all probability measures, $\mathbb{P}$ that are absolutely continuous with respect to some $\sigma$-finite measure, $\lambda$ on $S$. For $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$, let $p=\frac{d \mathbb{P}}{d \lambda}$ and $q=\frac{d \mathbb{Q}}{d \lambda}$ be the Radon-Nikodym derivatives of $\mathbb{P}$ and $\mathbb{Q}$ with respect to $\lambda$. For $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$ (so that $\mathbb{P} \ll \mathbb{Q}$ ), it is easy to check that the above two classes intersect at $\mathcal{F}=\left\{f:\|f\|_{\infty} \leq 1\right\}$ and $\phi(t)=|t-1|$, i.e., $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=D_{\phi}(\mathbb{P}, \mathbb{Q})=\int_{S}|p-q| d \lambda$, which is the totalvariation distance. A natural question to consider is for what conditions on $\mathcal{F}$ and $\phi$ is $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=D_{\phi}(\mathbb{P}, \mathbb{Q})$ for all $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$ ? This shows the degree of overlap between the class of IPMs and the class of $\phi$-divergences. We answer this in the following theorem, where we show that the total-variation distance is the only "non-trivial" ${ }^{8}$ IPM that is also a $\phi$-divergence.

Theorem A. 1 (Necessary and sufficient conditions). Suppose $\mathcal{F}_{\star}$ be the set of all real-valued measurable functions on $S$ and $\Phi$ be the class of all convex functions $\phi:[0, \infty) \rightarrow(-\infty, \infty]$ continuous at 0 and finite on $(0, \infty)$. Let $\mathcal{F} \subset \mathcal{F}_{\star}$ and $\phi \in \Phi$. Then for any $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}, \gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=D_{\phi}(\mathbb{P}, \mathbb{Q})$ if and only if any one of the following hold:
(i) $\mathcal{F}=\left\{f:\|f\|_{\infty} \leq \frac{\beta-\alpha}{2}\right\}, \phi(u)=\alpha(u-1) \mathbb{1}_{[0,1]}(u)+\beta(u-1) \mathbb{1}_{[1, \infty)}(u)$ for some $\alpha<\beta<\infty$, i.e., $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=D_{\phi}(\mathbb{P}, \mathbb{Q})=\frac{\beta-\alpha}{2} \int_{S}|p-q| d \lambda$.
(ii) $\mathcal{F}=\{f: f=c, c \in \mathbb{R}\}, \phi(u)=\alpha(u-1) \mathbb{1}_{[0, \infty)}(u), \alpha \in \mathbb{R}$, i.e., $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=$ $D_{\phi}(\mathbb{P}, \mathbb{Q})=0$.

[^7]Proof. $(\Leftarrow)$ Suppose (i) holds. Then for any $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$, we have

$$
\begin{aligned}
\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q}) & =\sup \left\{|\mathbb{P} f-\mathbb{Q} f|:\|f\|_{\infty} \leq \frac{\beta-\alpha}{2}\right\} \\
& =\frac{\beta-\alpha}{2} \sup \left\{|\mathbb{P} f-\mathbb{Q} f|:\|f\|_{\infty} \leq 1\right\} \\
& =\frac{\beta-\alpha}{2} \int_{S}|p-q| d \lambda \stackrel{(a)}{=} D_{\phi}(\mathbb{P}, \mathbb{Q})
\end{aligned}
$$

where ( $a$ ) follows from simple algebra after substituting $\phi$ in $D_{\phi}(\mathbb{P}, \mathbb{Q})$ (see [23]). This means $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})$ and $D_{\phi}(\mathbb{P}, \mathbb{Q})$ are equal to the total variation distance between $\mathbb{P}$ and $\mathbb{Q}$.

Suppose (ii) holds. Then $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=0$ and $D_{\phi}(\mathbb{P}, \mathbb{Q})=\alpha \int_{S} q \phi(p / q) d \lambda=$ $\alpha \int_{S}(p-q) d \lambda=0$.
$(\Rightarrow)$ Suppose $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=D_{\phi}(\mathbb{P}, \mathbb{Q})$ for any $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$. Since $\gamma_{\mathcal{F}}$ is a pseudometric on $\mathscr{P}_{\lambda}$ (irrespective of $\mathcal{F}$ ), $D_{\phi}$ is a pseudometric ${ }^{9}$ on $\mathscr{P}_{\lambda}$. Through a simple modification of Theorem 2 in [23], it can be shown that if $D_{\phi}$ is a pseudometric then $\phi(u)=\alpha(u-1) \mathbb{1}_{[0,1]}(u)+\beta(u-1) \mathbb{1}_{[1, \infty)}(u)$ for some $\beta \geq \alpha$, which means for $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}, D_{\phi}(\mathbb{P}, \mathbb{Q})=\frac{\beta-\alpha}{2} \int_{S}|p-q| d \lambda$ if $\beta>\alpha$ and $D_{\phi}(\mathbb{P}, \mathbb{Q})=0$ if $\beta=\alpha$. Now, let us consider two cases.

Case 1: $\beta>\alpha$
Since $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=D_{\phi}(\mathbb{P}, \mathbb{Q})$ for all $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$, we have $\left.\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=\frac{\beta-\alpha}{2} \int_{S} \right\rvert\, p-$ $q \left\lvert\, d \lambda=\frac{\beta-\alpha}{2} \sup \left\{|\mathbb{P} f-\mathbb{Q} f|:\|f\|_{\infty} \leq 1\right\}=\sup \left\{|\mathbb{P} f-\mathbb{Q} f|:\|f\|_{\infty} \leq \frac{\beta-\alpha}{2}\right\}\right.$ and therefore $\mathcal{F}=\left\{f:\|f\|_{\infty} \leq \frac{\beta-\alpha}{2}\right\}$.
Case 2: $\beta=\alpha$
$\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=\sup _{f \in \mathcal{F}}|\mathbb{P} f-\mathbb{Q} f|=0$ for all $\mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$, which means $\forall \mathbb{P}, \mathbb{Q} \in \mathscr{P}_{\lambda}$, $\forall f \in \mathcal{F}, \mathbb{P} f=\mathbb{Q} f$. This, in turn, means $f$ is a constant on $S$, i.e., $\mathcal{F}=\{f: f=$ $c, c \in \mathbb{R}\}$.

Note that in Theorem A.1, the cases (i) and (ii) are disjoint as $\alpha<\beta$ in case (i) and $\alpha=\beta$ in case (ii). Case (i) shows that the family of $\phi$-divergences and the family of IPMs intersect only at the total variation distance. Case (ii) is trivial as the distance between any two probability measures is zero. This result shows that IPMs and $\phi$-divergences are essentially different.

## Appendix B: Proof of Theorem 3.3: Supplementary results

In this section, we present supplementary results to prove Theorem 3.3.

## B.1. Talagrand's inequality

The following is a general result, a special case of which is used to prove Theorem 3.3.

[^8]Proposition B.1. Let $B \geq 0, n \geq 1,\left(\Omega_{i}, \mathcal{A}_{i}, \mu_{i}\right), i=1, \ldots, n$ be probability spaces and $\theta_{i}: \mathcal{F} \times \Omega_{i} \rightarrow \mathbb{R}$ be bounded measurable functions, where $\mathcal{F}$ is the space of real-valued $\mathcal{A}_{i}$-measurable functions for all $i$. Suppose
(a) $\int_{\Omega_{i}} \theta_{i}(f, \omega) d \mu_{i}(\omega)=0$ for all $i$ and $f \in \mathcal{F}$
(b) $\int_{\Omega_{i}} \theta_{i}^{2}(f, \omega) d \mu_{i}(\omega) \leq \sigma_{i}^{2}$ for all $f \in \mathcal{F}$
(c) $\left\|\theta_{i}(f, \cdot)\right\|_{\infty} \leq B$ for all $i$ and $f \in \mathcal{F}$.

Define $Z:=\times_{i=1}^{n} \Omega_{i}$ and $P:=\otimes_{i=1}^{n} \mu_{i}$. Furthermore, define $g: Z \rightarrow \mathbb{R}$ by

$$
g(z):=\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} \theta_{i}\left(f, \omega_{i}\right)\right|, z=\left(\omega_{1}, \ldots, \omega_{n}\right) \in Z
$$

Then, for all $\tau>0$, we have

$$
P\left(\left\{z \in Z: g(z) \geq \mathbb{E}_{P} g+\sqrt{2 \tau\left(\sum_{i=1}^{n} \sigma_{i}^{2}+2 B \mathbb{E}_{P} g\right)}+\frac{2 \tau B}{3}\right\}\right) \leq e^{-\tau}
$$

In addition, for all $\tau>0$ and $\alpha>0$,

$$
P\left(\left\{z \in Z: g(z) \geq(1+\alpha) \mathbb{E}_{P} g+\sqrt{2 \tau \sum_{i=1}^{n} \sigma_{i}^{2}}+\tau B\left(\frac{2}{3}+\frac{1}{\alpha}\right)\right\}\right) \leq e^{-\tau}
$$

To prove Proposition B.1, we need the following result, which we quote from [45, Theorem A.9.14 followed by the simplification in p. 551-552]. Before we quote this result, we need some definitions. Define $Z:=\Omega_{1} \times \cdots \times \Omega_{n}$ and $Z_{i}^{\prime}:=\Omega_{1} \times \cdots \times \Omega_{i-1} \times \Omega_{i+1} \times \cdots \times \Omega_{n}$ for $i=1, \ldots, n$. Let $\pi_{i}^{\prime}: Z \rightarrow Z_{i}^{\prime}$ denote the projection of $Z$ onto $Z_{i}^{\prime}$. For fixed $i \in\{1, \ldots, n\}$ and $z:=\left(\omega_{1}, \ldots, \omega_{n}\right) \in Z$, define $I_{i, z}: \Omega_{i} \rightarrow Z$ by $I_{i, z}(\omega):=\left(\omega_{1}, \ldots, \omega_{i-1}, \omega, \omega_{i+1}, \ldots, \omega_{n}\right), \omega \in \Omega_{i}$.

Theorem B.2. Let $n \geq 1$ and $\left(\Omega_{i}, \mathcal{A}_{i}, \mu_{i}\right), i=1 \ldots, n$, be probability spaces. Define $P:=\otimes_{i=1}^{n} \mu_{i}$. Assume that there exist bounded measurable functions $g: Z \rightarrow \mathbb{R}, g_{i}: Z_{i}^{\prime} \rightarrow \mathbb{R}$ and $u_{i}: Z \rightarrow \mathbb{R}$ such that
(A) $u_{i}(z) \leq g(z)-g_{i} \circ \pi_{i}^{\prime}(z) \leq 1$
(B) $\sum_{i=1}^{n}\left(g(z)-g_{i} \circ \pi_{i}^{\prime}(z)\right) \leq g(z)$
(C) $\int_{\Omega_{i}} u_{i} \circ I_{i, z}(\omega) d \mu_{i}(\omega) \geq 0$
(D) $\int_{\Omega_{i}}\left|u_{i} \circ I_{i, z}(\omega)\right|^{2} d \mu_{i}(\omega) \leq \sigma_{i}^{2}$
for some constants $\sigma_{i}>0$ and all $i=1, \ldots, n, z \in Z$. Then for all $\tau>0$, we have

$$
P\left(\left\{z \in Z: g(z) \geq \mathbb{E}_{P} g+\sqrt{2 \tau\left(\sum_{i=1}^{n} \sigma_{i}^{2}+2 \mathbb{E}_{P} g\right)}+\frac{2 \tau}{3}\right\}\right) \leq e^{-\tau}
$$

Proof of Proposition B.1. Define $\eta_{i}\left(f, \omega_{i}\right):=B^{-1} \theta_{i}\left(f, \omega_{i}\right)$ and $h(z):=B^{-1} g(z)$. Let $u_{i}(z)=h(z)-h_{i} \circ \pi_{i}^{\prime}(z)$ where

$$
h_{i}\left(z_{i}^{\prime}\right):=\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \eta_{j}\left(f, \omega_{j}\right)\right| .
$$

It is easy to check that

$$
u_{i}(z)=\sup _{f \in \mathcal{F}}\left|\sum_{j=1}^{n} \eta_{j}\left(f, \omega_{j}\right)\right|-\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \eta_{j}\left(f, \omega_{j}\right)\right| \leq \sup _{f \in \mathcal{F}}\left|\eta_{i}\left(f, \omega_{i}\right)\right| \leq 1
$$

which implies $h, h_{i}$ and $u_{i}$ satisfy $(A)$ in Theorem B.2.
For a fixed $\delta>0$, let $f_{\delta}^{*} \in \mathcal{F}$ be such that

$$
h(z)=\sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{n} \eta_{i}\left(f, \omega_{i}\right)\right| \leq\left|\sum_{i=1}^{n} \eta_{i}\left(f_{\delta}^{*}, \omega_{i}\right)\right|+\delta,
$$

which implies,

$$
\begin{aligned}
(n-1) h(z) & \leq(n-1) \delta+\left|\sum_{i=1}^{n} \sum_{j \neq i} \eta_{j}\left(f_{\delta}^{*}, \omega_{j}\right)\right| \\
& \leq(n-1) \delta+\sum_{i=1}^{n} \sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \eta_{j}\left(f, \omega_{j}\right)\right| \\
& =(n-1) \delta+\sum_{i=1}^{n} h_{i} \circ \pi_{i}^{\prime}(z) .
\end{aligned}
$$

Since $\delta$ is arbitrary, taking $\delta \rightarrow 0$, it is easy to see that $h$ and $h_{i}$ satisfy $(B)$.
Consider

$$
\begin{aligned}
\int_{\Omega_{i}} u_{i} \circ I_{i, z}(\omega) d \mu_{i}(\omega) & =\int_{\Omega_{i}} \sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \eta_{j}\left(f, \omega_{j}\right)+\eta_{i}(f, \omega)\right| d \mu_{i}(\omega)-h_{i}\left(z_{i}^{\prime}\right) \\
& \stackrel{(\star)}{\geq} \sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \eta_{j}\left(f, \omega_{j}\right)+\int_{\Omega_{i}} \eta_{i}(f, \omega) d \mu_{i}(\omega)\right|-h_{i}\left(z_{i}^{\prime}\right) \\
& \stackrel{(a)}{=} 0,
\end{aligned}
$$

where we invoked Jensen's inequality in $(\star)$. The above ensures that $u_{i}$ satisfies $(C)$.

Consider

$$
\begin{aligned}
\left|u_{i} \circ I_{i, z}(\omega)\right|^{2} & =\left(\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \eta_{j}\left(f, \omega_{j}\right)+\eta_{i}(f, \omega)\right|-\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \eta_{j}\left(f, \omega_{j}\right)\right|\right)^{2} \\
& \leq\left|\sup _{f \in \mathcal{F}}\right| \eta_{i}(f, \omega)| |^{2}=\sup _{f \in \mathcal{F}} \eta_{i}^{2}(f, \omega) .
\end{aligned}
$$

For a given $\delta>0$, let $f_{\delta} \in \mathcal{F}$ be such that $\sup _{f \in \mathcal{F}} \eta_{i}^{2}(f, \omega) \leq \eta_{i}^{2}\left(f_{\delta}, \omega\right)+\delta$. Then we have,

$$
\int_{\Omega_{i}} \sup _{f \in \mathcal{F}} \eta_{i}^{2}(f, \omega) d \mu_{i}(\omega) \leq \int_{\Omega_{i}} \eta_{i}^{2}\left(f_{\delta}, \omega\right) d \mu_{i}(\omega)+\delta \stackrel{(b)}{\leq} \frac{\sigma_{i}^{2}}{B^{2}}+\delta
$$

Since $\delta$ is arbitrary, taking $\delta \rightarrow 0$, we have that $u_{i}$ satisfies $(D)$ with $\sigma_{i}^{2}$ replaced by $\frac{\sigma_{i}^{2}}{B^{2}}$. Substituting for $h$ proves the first inequality in Theorem B.1. The second inequality is obtained by applying $\sqrt{u+v} \leq \sqrt{u}+\sqrt{v}$ and $2 \sqrt{u v} \leq \alpha u+\alpha^{-1} v$ for all $\alpha>0$ to $\sqrt{2 \tau\left(\sum_{i=1}^{n} \sigma_{i}^{2}+2 B \mathbb{E}_{P} g\right)}$.

## B.2. Symmetrization inequality

The proof is a minor modification of the reasoning in [20, Appendix A.2, p. 757], the main difference being that we do not split the expectation into two separate Rademacher averages. We need to bound $h\left(X_{1}, \ldots, X_{N}\right):=\mathbb{E} \sup _{f \in \mathcal{F}} \mid\left(\mathbb{P}_{m}-\right.$ $\left.\mathbb{Q}_{n}\right) f-(\mathbb{P}-\mathbb{Q}) f \mid$. Let $\left\{\tilde{X}_{i}^{(1)}\right\}_{i=1}^{m}$ and $\left\{\tilde{X}_{i}^{(2)}\right\}_{i=1}^{n}$ be independent samples drawn from $\mathbb{P}$ and $\mathbb{Q}$ respectively. Define $\widetilde{\mathbb{P}}_{m}:=\frac{1}{m} \sum_{i=1}^{m} \delta_{\widetilde{X}_{i}^{(1)}}$ and $\widetilde{\mathbb{Q}}_{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{\widetilde{X}_{i}^{(2)}}$. Also define

$$
\left(\widetilde{X}_{1}, \ldots, \widetilde{X}_{m}, \widetilde{X}_{m+1}, \ldots, \widetilde{X}_{N}\right):=\left(\widetilde{X}_{1}^{(1)}, \ldots, \widetilde{X}_{m}^{(1)}, \widetilde{X}_{1}^{(2)}, \ldots, \widetilde{X}_{n}^{(2)}\right)
$$

Since $\mathbb{P} f=\mathbb{E} \widetilde{\mathbb{P}}_{m} f$ and $\mathbb{Q} f=\mathbb{E} \widetilde{\mathbb{Q}}_{m} f$, we have

$$
\begin{aligned}
h\left(X_{1}, \ldots, X_{N}\right) & =\mathbb{E} \sup _{f \in \mathcal{F}}\left|\left(\mathbb{P}_{m}-\mathbb{Q}_{n}\right) f-\mathbb{E}\left(\widetilde{\mathbb{P}}_{m}-\widetilde{\mathbb{Q}}_{n}\right) f\right| \\
& \leq \mathbb{E} \sup _{f \in \mathcal{F}}\left|\left(\mathbb{P}_{m}-\mathbb{Q}_{n}\right) f-\left(\widetilde{\mathbb{P}}_{m}-\widetilde{\mathbb{Q}}_{n}\right) f\right| \\
& =\mathbb{E} \sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{N} \widetilde{Y}_{i}\left(f\left(X_{i}\right)-f\left(\widetilde{X}_{i}\right)\right)\right| \\
& =\mathbb{E} \sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i}\left(f\left(X_{i}\right)-f\left(\widetilde{X}_{i}\right)\right)\right| \\
& \leq 2 \mathbb{E} \sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i} f\left(X_{i}\right)\right|
\end{aligned}
$$

## B.3. Concentration of $\boldsymbol{R}_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$

The following result shows that $R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ is concentrated around its mean, which is a generalization of Lemma A. 4 in [4].

Proposition B.3. Let $\mathcal{F}$ and $R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ be defined as in Theorem 3.3. Define $P:=\mathbb{P}^{m} \otimes \mathbb{Q}^{n}, g\left(X_{1}, \ldots, X_{N}\right):=R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$. Then for all $\tau>0$,
$P\left(\left\{\left(X_{1}, \ldots, X_{N}\right) \in S^{N}: g\left(X_{1}, \ldots, X_{N}\right) \leq \mathbb{E}_{P} g-\sqrt{\frac{2 \tau \nu(m+n) \mathbb{E}_{P} g}{m n}}\right\}\right) \leq e^{-\tau}$.
In addition, with probability at least $1-e^{-\tau}$,

$$
\mathbb{E}_{P} g \leq \frac{1}{1-\theta} g\left(X_{1}, \ldots, X_{N}\right)+\frac{\tau \nu(m+n)}{m n \theta(1-\theta)}
$$

for all $\theta \in(0,1)$.
To prove Proposition B.3, we need the following result, which we quote from [8, (7) and Theorem 6].

Theorem B.4. Let $n \geq 1$ and $\left(\Omega_{i}, \mathcal{A}_{i}, \mu_{i}\right), i=1 \ldots, n$, be probability spaces. Let $Z, Z_{i}^{\prime}, \pi_{i}^{\prime}$ and $P$ are defined as in Theorem B.2. Assume there exist bounded measurable functions $g: Z \rightarrow[0, \infty)$ and $g_{i}: Z_{i}^{\prime} \rightarrow \mathbb{R}$ such that
$\left(A_{1}\right) 0 \leq g(z)-g_{i} \circ \pi_{i}^{\prime}(z) \leq 1$
$\left(B_{1}\right) \sum_{i=1}^{n}\left(g(z)-g_{i} \circ \pi_{i}^{\prime}(z)\right) \leq g(z)$
for all $i=1, \ldots, n, z \in Z$. Then for all $\tau>0$, we have

$$
P\left(\left\{z \in Z: g(z) \leq \mathbb{E}_{P} g-\sqrt{2 \tau \mathbb{E}_{P} g}\right\}\right) \leq e^{-\tau} .
$$

Proof of Proposition B.3. Define $h\left(X_{1}, \ldots, X_{N}\right):=\frac{m n}{\nu(m+n)} g\left(X_{1}, \ldots, X_{N}\right)$ and $X^{\backslash i}:=\left(X_{1}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{N}\right)$. It is clear that $h$ is non-negative. Define

$$
g_{i}\left(X^{\backslash i}\right):=\mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i}^{N} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)\right| \mid X^{\backslash i}\right]
$$

and $h_{i}\left(X^{\backslash i}\right):=\frac{m n}{\nu(m+n)} h\left(X_{1}, \ldots, X_{N}\right)$. Consider

$$
\begin{aligned}
g\left(X_{1}, \ldots, X_{N}\right) & =\mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{j=1}^{N} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)\right| \mid\left\{X_{i}, X^{\backslash i}\right\}\right] \\
& \geq \mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i}^{N} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)+\mathbb{E}\left[\sigma_{i} \widetilde{Y}_{i} f\left(X_{i}\right) \mid X_{i}\right]\right| \mid X^{\backslash i}\right] \\
& =g_{i}\left(X^{\backslash i}\right) .
\end{aligned}
$$

Also consider

$$
\begin{aligned}
g\left(X_{1}, \ldots, X_{N}\right) & =\mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{j=1}^{N} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)\right| \mid\left\{X_{i}, X^{\backslash i}\right\}\right] \\
& \leq \mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i}^{N} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)\right| \mid X^{\backslash i}\right]+\mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sigma_{i} \widetilde{Y}_{i} f\left(X_{i}\right)\right| \mid X_{i}\right] \\
& \leq g_{i}\left(X^{\backslash i}\right)+\frac{\nu(m+n)}{m n},
\end{aligned}
$$

which implies $0 \leq g\left(X_{1}, \ldots, X_{n}\right)-g_{i}\left(X^{\backslash i}\right) \leq \frac{\nu(m+n)}{m n}$ for all $i$, and therefore $h$ satisfies ( $A_{1}$ ) in Theorem B.4. The proof that $h$ satisfies ( $B_{1}$ ) follows the technique in the proof of Proposition B. 1 to show that $h$ (in the proof of Proposition B.1) satisfies (B). For a fixed $\delta>0$, let $f_{\delta} \in \mathcal{F}$ be such that

$$
\begin{aligned}
g\left(X_{1}, \ldots, X_{N}\right) & =\mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{j=1}^{N} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)\right| \mid\left\{X_{i}, X^{\backslash i}\right\}\right] \\
& \leq \mathbb{E}\left[\left|\sum_{j=1}^{N} \sigma_{j} \widetilde{Y}_{j} f_{\delta}\left(X_{j}\right)\right| \mid\left\{X_{i}, X^{\backslash i}\right\}\right]+\delta,
\end{aligned}
$$

which implies

$$
\begin{aligned}
(N-1) g\left(X_{1}, \ldots, X_{N}\right) & \leq(N-1) \delta+\mathbb{E}\left[\left|\sum_{i=1}^{N} \sum_{j \neq i} \sigma_{j} \widetilde{Y}_{j} f_{\delta}\left(X_{j}\right)\right| \mid\left\{X_{i}, X^{\backslash i}\right\}\right] \\
& \leq(N-1) \delta+\mathbb{E}\left[\sum_{i=1}^{N} \sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)\right| \mid\left\{X_{i}, X^{\backslash i}\right\}\right] \\
& =(N-1) \delta+\sum_{i=1}^{N} \mathbb{E}\left[\sup _{f \in \mathcal{F}}\left|\sum_{j \neq i} \sigma_{j} \widetilde{Y}_{j} f\left(X_{j}\right)\right| \mid X^{\backslash i}\right] \\
& =(N-1) \delta+\sum_{i=1}^{N} g_{i}\left(X^{\backslash i}\right) .
\end{aligned}
$$

Since $\delta$ is arbitrary, taking $\delta \rightarrow 0$, we have that $h$ satisfies ( $B_{1}$ ). The result therefore follows from Theorem B.4.

## Appendix C: Proof of Proposition 3.4

The following result is a simple modification of Massart's finite class lemma [26], which will be used to prove Proposition 3.4.

Lemma C.1. Let $\mathcal{A}$ be some finite subset of $\mathbb{R}^{l}$ and $\left\{\sigma_{i}\right\}_{i=1}^{l}$ be independent Rademacher random variables. For any $a \in \mathbb{R}^{l}$, define $a_{i}:=(a)_{i}$. Then for any $\nu \in \mathbb{R}^{l}$ satisfying $\sup _{a \in \mathcal{A}} \sqrt{\sum_{i=1}^{l} a_{i}^{2} \nu_{i}^{2}} \leq R$, we have

$$
\mathbb{E} \sup _{a \in \mathcal{A}} \sum_{i=1}^{l} \sigma_{i} \nu_{i} a_{i} \leq \sqrt{2 R^{2} \log |\mathcal{A}|}
$$

Proof of Proposition 3.4. Let $\delta_{0}:=\sup _{f \in \mathcal{F}}\|f\|_{L^{2}\left(\mathbb{T}_{m n}\right)}$ and for any $j \in \mathbb{N} \cup\{0\}$, let $\delta_{j}=2^{-j} \delta_{0}$. For each $j$, let $C_{j}$ be an $L^{2}\left(\mathbb{T}_{m n}\right)$-cover at scale $\delta_{j}$ of $\mathcal{F}$. For each $f \in \mathcal{F}$, pick an $f_{j} \in C_{j}$ so that $\left\|f-f_{j}\right\|_{L^{2}\left(\mathbb{T}_{m n}\right)} \leq \delta_{j}$. For any $M, f$ can be expressed by chaining as $f=f-f_{M}+\sum_{j=1}^{M}\left(f_{j}-f_{j-1}\right)$, where $f_{0}=0$. For simplicity, we denote the conditional expectation in $R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ by ignoring the conditioning variables $\left\{X_{i}\right\}_{i=1}^{N}$. Therefore, for any $M$, we have

$$
\begin{aligned}
& R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right)= \sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i}\left(f\left(X_{i}\right)-f_{M}\left(X_{i}\right)+\sum_{j=1}^{M} f_{j}\left(X_{i}\right)-f_{j-1}\left(X_{i}\right)\right)\right| \\
& \leq \mathbb{E} \sup _{f \in \mathcal{F}}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i}\left(f\left(X_{i}\right)-f_{M}\left(X_{i}\right)\right)\right| \\
&+\sum_{j=1}^{M} \mathbb{E} \sup _{f_{j}-f_{j-1} \in \mathcal{F}_{j}}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i}\left(f_{j}-f_{j-1}\right)\left(X_{i}\right)\right| \\
& \leq \begin{array}{l}
(a) \\
\leq \mathbb{E} \sqrt{\sum_{i=1}^{N} \sigma_{i}^{2}} \sup _{f \in \mathcal{F}} \sqrt{\sum_{i=1}^{N} \widetilde{Y}_{i}^{2}\left(f\left(X_{i}\right)-f_{M}\left(X_{i}\right)\right)^{2}} \\
\\
+\sum_{j=1}^{M} \mathbb{E} \sup _{f_{j}-f_{j-1} \in \mathcal{F}_{j}}\left|\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i}\left(f_{j}-f_{j-1}\right)\left(X_{i}\right)\right|
\end{array}
\end{aligned}
$$

where we have used Cauchy-Schwartz inequality in $(a)$ and $\mathcal{F}_{j}$ is defined below (C.1). Note that

$$
\begin{aligned}
& \sqrt{\sum_{i=1}^{N} \sigma_{i}^{2}} \sup _{f \in \mathcal{F}} \sqrt{\sum_{i=1}^{N} \tilde{Y}_{i}^{2}\left(f\left(X_{i}\right)-f_{M}\left(X_{i}\right)\right)^{2}}=\sup _{f \in \mathcal{F}} \sqrt{N \sum_{i=1}^{N} \tilde{Y}_{i}^{2}\left(f\left(X_{i}\right)-f_{M}\left(X_{i}\right)\right)^{2}} \\
& =\sup _{f \in \mathcal{F}} \sqrt{\sum_{i=1}^{m} \frac{m+n}{m^{2}}\left(f\left(X_{i}^{(1)}\right)-f_{M}\left(X_{i}^{(1)}\right)\right)^{2}+\sum_{i=1}^{n} \frac{m+n}{n^{2}}\left(f\left(X_{i}^{(2)}\right)-f_{M}\left(X_{i}^{(2)}\right)\right)^{2}} \\
& =\sup _{f \in \mathcal{F}}\left\|f-f_{M}\right\|_{L^{2}\left(\mathbb{T}_{m n}\right)} \leq \delta_{M} .
\end{aligned}
$$

Also, it can be seen that

$$
\left\|f_{j}-f_{j-1}\right\|_{L^{2}\left(\mathbb{T}_{m n}\right)} \leq\left\|f-f_{j}\right\|_{L^{2}\left(\mathbb{T}_{m n}\right)}+\left\|f-f_{j-1}\right\|_{L^{2}\left(\mathbb{T}_{m n}\right)} \leq \delta_{j}+\delta_{j-1}=3 \delta_{j}
$$

Therefore,

$$
\begin{equation*}
R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \delta_{M}+\sum_{j=1}^{M} \mathbb{E} \sup _{f_{j}-f_{j-1} \in \mathcal{F}_{j}} \sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i}\left(f_{j}\left(X_{i}\right)-f_{j-1}\left(X_{i}\right)\right) \tag{C.1}
\end{equation*}
$$

where $\mathcal{F}_{j}:=\left\{f_{j}-f_{j-1}: f_{j} \in C_{j}, f_{j-1} \in C_{j-1},\left\|f_{j}-f_{j-1}\right\|_{L^{2}\left(\mathbb{T}_{m n}\right)} \leq 3 \delta_{j}\right\}$. Applying Lemma C. 1 to $\mathcal{F}_{j}$ with $\nu_{i}=\frac{\sqrt{m+n}}{m}$ for $1 \leq i \leq m$ and $\nu_{i}=\frac{\sqrt{m+n}}{n}$ for $m+1 \leq i \leq N$, we obtain from (C.1) that

$$
\begin{align*}
R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \delta_{M}+\sum_{j=1}^{M} \sqrt{\frac{18 \delta_{j}^{2} \log \left(\left|C_{j}\right|\left|C_{j-1}\right|\right)}{m+n}} \\
& \leq \delta_{M}+6 \sum_{j=1}^{M} \delta_{j} \sqrt{\frac{\log \left(\left|C_{j}\right|\right)}{m+n}} \\
& \leq \delta_{M}+12 \sum_{j=1}^{M}\left(\delta_{j}-\delta_{j+1}\right) \sqrt{\frac{\mathcal{H}\left(\delta_{j}, \mathcal{F}, L^{2}\left(\mathbb{T}_{m n}\right)\right)}{m+n}} \\
& \leq \delta_{M}+12 \int_{\delta_{M+1}}^{\delta_{0}} \sqrt{\frac{\mathcal{H}\left(\varepsilon, \mathcal{F}, L^{2}\left(\mathbb{T}_{m n}\right)\right)}{m+n}} d \varepsilon \tag{C.2}
\end{align*}
$$

For any $\alpha>0$, pick $M=\sup \left\{j: \delta_{j}>2 \alpha\right\}$. This means, $\delta_{M+1} \leq 2 \alpha$ and therefore $\delta_{M}=2 \delta_{M+1} \leq 4 \alpha$. In addition, since $\delta_{M}>2 \alpha$, we have $\delta_{M+1}>\alpha$. Using these bounds in (C.2), we obtain

$$
\begin{equation*}
R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq 4 \alpha+12 \int_{\alpha}^{A_{\mathcal{F}, \mathbb{T}_{m n}}} \sqrt{\frac{\mathcal{H}\left(\varepsilon, \mathcal{F}, L^{2}\left(\mathbb{T}_{m n}\right)\right)}{m+n}} d \varepsilon \tag{C.3}
\end{equation*}
$$

Since $\alpha$ is arbitrary, taking infimum over $\alpha$ provides the result. Note that if $\|f\|_{\infty} \leq \varepsilon \frac{\sqrt{m n}}{m+n}$, then $\|f\|_{L^{2}\left(\mathbb{T}_{m n}\right)} \leq \varepsilon$, which therefore implies

$$
\mathcal{H}\left(\varepsilon, \mathcal{F}, L^{2}\left(\mathbb{T}_{m n}\right)\right) \leq \mathcal{H}\left(\frac{\sqrt{m n}}{m+n} \varepsilon, \mathcal{F},\|\cdot\|_{\infty}\right)
$$

Hence,

$$
R_{m n}\left(\mathcal{F} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \inf _{\alpha>0}\left\{4 \alpha+12 \int_{\alpha}^{A_{\mathcal{F}, \mathbb{T}_{m n}}} \sqrt{\frac{\mathcal{H}\left(\frac{\sqrt{m n}}{m+n} \varepsilon, \mathcal{F},\|\cdot\|_{\infty}\right)}{m+n}} d \varepsilon\right\}
$$

A simple change of variables provides the result in Proposition 3.4.
Suppose $\sup _{x \in S} F(x) \leq \nu<\infty$. Then it is easy to check that $A_{\mathcal{F}, \mathbb{T}_{m n}} \leq$ $\nu \frac{m+n}{\sqrt{m n}}$. Using this in the previous bound yields (3.7).

## Appendix D: Proof of Corollary 3.5(ii)

In the following, we bound $R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$ following [20, Theorem 8, Appendix A.2], which uses the proof technique in [3, Lemma 22]. For simplicity, we do not display the conditioning variables $\left\{X_{i}\right\}_{i=1}^{N}$ in the definition of $R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right)$. We have

$$
\begin{align*}
R_{m n}\left(\mathcal{F}_{k} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & =\mathbb{E} \sup _{\|f\|_{\mathcal{H}} \leq 1}\left|\sum_{i=1}^{N} \sigma_{i} \tilde{Y}_{i} f\left(X_{i}\right)\right| \\
& \stackrel{(*)}{=} \mathbb{E} \sup _{\|f\|_{\mathcal{H}} \leq 1}\left|\left\langle\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i} k\left(\cdot, X_{i}\right), f\right\rangle_{\mathcal{H}}\right| \\
& =\mathbb{E} \|\left.\sum_{i=1}^{N} \sigma_{i} \widetilde{Y}_{i} K\left(\cdot, X_{i}\right)\right|_{\mathcal{H}}  \tag{D.1}\\
& =\mathbb{E} \sqrt{\sum_{i, j=1}^{N} \sigma_{i} \sigma_{j} \tilde{Y}_{i} \tilde{Y}_{j}\left\langle k\left(\cdot, X_{i}\right), k\left(\cdot, X_{j}\right)\right\rangle_{\mathcal{H}}} \\
& \stackrel{(*)}{=} \mathbb{E} \sqrt{\sum_{i, j=1}^{N} \sigma_{i} \sigma_{j} \widetilde{Y}_{i} \widetilde{Y}_{j} k\left(X_{i}, X_{j}\right)} \\
& =\mathbb{E} \sqrt{\sum_{i=1}^{N} \sigma_{i}^{2} \widetilde{Y}_{i}^{2} k\left(X_{i}, X_{i}\right)+\sum_{i \neq j}^{N} \sigma_{i} \sigma_{j} \tilde{Y}_{i} \widetilde{Y}_{j} k\left(X_{i}, X_{j}\right)} \\
& \leq \sqrt{\sum_{i=1}^{N} \tilde{Y}_{i}^{2} k\left(X_{i}, X_{i}\right)}+\sqrt{\mathbb{E} \sum_{i \neq j}^{N} \sigma_{i} \sigma_{j} \tilde{Y}_{i} \tilde{Y}_{j} k\left(X_{i}, X_{j}\right)} .
\end{align*}
$$

Since $\sigma_{i}$ and $\sigma_{j}$ are independent random variables with zero mean, the second term in the last line is zero, while the first term is bounded by $\nu \sqrt{\frac{m+n}{m n}}$, therefore yielding (3.13). Note that we have invoked the reproducing property (see footnote 1) of the kernel in (*).

## Appendix E: Proof of (3.8) and (3.9)

Define $\theta_{m n}:=\sqrt{\frac{m n}{m+n}}$ and $\phi_{m n}:=\frac{\sqrt{m n}}{m+n}$. We showed in (3.16) that for every $\alpha>0$,

$$
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) \leq 4 \alpha+\frac{12 \sqrt{2 \eta}}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R}\left(\frac{\sqrt{2 R}}{\varepsilon^{(d+1) / 2}}+\frac{1}{\varepsilon^{d / 2}}\right) d \varepsilon
$$

We now consider three cases.
$d=1:$

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq 4 \alpha+\frac{12 \sqrt{2 \eta}}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R}\left(\frac{\sqrt{2 R}}{\varepsilon}+\frac{1}{\sqrt{\varepsilon}}\right) d \varepsilon \\
& =4 \alpha-\frac{24 \sqrt{\eta R}}{\theta_{m n}} \log \left(\alpha \phi_{m n}\right)-\frac{24 \sqrt{2 \eta}}{\theta_{m n}} \sqrt{\alpha \phi_{m n}}+\frac{A_{1}}{\theta_{m n}} \\
& \leq 4 \alpha-\frac{A_{2}}{\theta_{m n}} \log \left(\alpha \phi_{m n}\right)+\frac{A_{1}-24 \sqrt{2 \eta}}{\theta_{m n}}
\end{aligned}
$$

where $A_{1}:=24 \sqrt{\eta R}(\log R+\sqrt{2}), A_{2}:=24 \sqrt{\eta R}+12 \sqrt{2 \eta}$ and therefore

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \inf _{\alpha>0}\left[4 \alpha-\frac{A_{2}}{\theta_{m n}} \log \left(\alpha \phi_{m n}\right)\right]+\frac{A_{1}-24 \sqrt{2 \eta}}{\theta_{m n}} \\
& =\frac{C_{1}}{\theta_{m n}}+C_{2} \frac{\log (m+n)}{\theta_{m n}}
\end{aligned}
$$

where $C_{1}:=A_{1}+A_{2}-A_{2} \log \left(A_{2} / 4\right)-24 \sqrt{2 \eta}$ and $C_{2}:=\frac{A_{2}}{2}$.

$$
d=2:
$$

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq 4 \alpha+\frac{12 \sqrt{2 \eta}}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R}\left(\frac{\sqrt{2 R}}{\varepsilon^{3 / 2}}+\frac{1}{\varepsilon}\right) d \varepsilon \\
& =4 \alpha+\frac{12 \sqrt{2 \eta}}{\theta_{m n}}\left(-2 \sqrt{2}+\log R+\frac{2 \sqrt{2 R}}{\sqrt{\alpha \phi_{m n}}}+2 \log \frac{1}{\sqrt{\alpha \phi_{m n}}}\right) \\
& \leq 4 \alpha+\frac{12 \sqrt{2 \eta}}{\theta_{m n}}\left(-2-2 \sqrt{2}+\log R+\frac{2 \sqrt{2 R}+2}{\sqrt{\alpha \phi_{m n}}}\right)
\end{aligned}
$$

and therefore

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \inf _{\alpha>0}\left[4 \alpha+\frac{12 \sqrt{2 \eta}}{\theta_{m n}}\left(-2-2 \sqrt{2}+\log R+\frac{2 \sqrt{2 R}+2}{\sqrt{\alpha \phi_{m n}}}\right)\right] \\
& =\frac{C_{3}}{\theta_{m n}}+C_{4} \frac{(m+n)^{2 / 3}}{\sqrt{m n}}
\end{aligned}
$$

where $C_{3}:=12 \sqrt{2 \eta}(\log R-2-2 \sqrt{2}), A_{1}:=12 \sqrt{2 \eta}(2 \sqrt{2 R}+2)$ and $C_{4}:=$ $\left(1+8^{1 / 3}\right) A_{1}^{2 / 3}$.
$d>2:$

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq 4 \alpha+\frac{12 \sqrt{2 \eta}}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R}\left(\frac{\sqrt{2 R}}{\varepsilon^{(d+1) / 2}}+\frac{1}{\varepsilon^{d / 2}}\right) d \varepsilon \\
& =4 \alpha+\frac{24 \sqrt{2 \eta}}{\theta_{m n}}\left(\frac{\sqrt{2 R} /(d-1)}{\left(\alpha \phi_{m n}\right)^{\frac{d-1}{2}}}+\frac{1 /(d-2)}{\left(\alpha \phi_{m n}\right)^{\frac{d-2}{2}}}\right)+\frac{A_{1}}{\theta_{m n}}
\end{aligned}
$$

where $A_{1}:=-24 \sqrt{2 \eta} R^{\frac{2-d}{2}}\left(\frac{\sqrt{2}}{d-1}+\frac{1}{d-2}\right)$. Define $A_{2}:=\frac{48 \sqrt{\eta R}}{d-1}$ and $A_{3}:=\frac{24 \sqrt{2 \eta}}{d-2}$. Then, we have

$$
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \begin{cases}4 \alpha+\left(\frac{A_{2}}{\theta_{m n} \phi_{m n}^{\frac{d-1}{2}}}+\frac{A_{3}}{\theta_{m n} \phi_{m n}^{\frac{d-2}{2}}}\right) \alpha^{-\frac{d-1}{2}}+\frac{A_{1}}{\theta_{m n}}, & \alpha \in(0,1] \\ 4 \alpha+\left(\frac{A_{2}}{\theta_{m n} \phi_{m n}^{\frac{d-1}{2}}}+\frac{A_{3}}{\theta_{m n} \phi_{m n}^{\frac{d-2}{2}}}\right) \alpha^{-\frac{d-2}{2}}+\frac{A_{1}}{\theta_{m n}}, & \alpha \geq 1\end{cases}
$$

and therefore

$$
\begin{equation*}
R_{m n}\left(\mathcal{F}_{W},\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \min \left(A_{4}, A_{5}\right) \tag{E.1}
\end{equation*}
$$

where

$$
A_{4}:=\inf _{0<\alpha \leq 1}\left[4 \alpha+\eta_{m n} \alpha^{-\frac{d-1}{2}}+\frac{A_{1}}{\theta_{m n}}\right]
$$

and

$$
A_{5}:=\inf _{\alpha \geq 1}\left[4 \alpha+\eta_{m n} \alpha^{-\frac{d-2}{2}}+\frac{A_{1}}{\theta_{m n}}\right]
$$

where $\eta_{m n}:=\frac{A_{2}}{\theta_{m n} \phi_{m}^{\frac{d-1}{2}}}+\frac{A_{3}}{\theta_{m n} \phi_{m n}^{\frac{d-2}{2}}}$. It is easy to check that

$$
A_{4}=4 \alpha^{*}+\eta_{m n}\left(\alpha^{*}\right)^{-\frac{d-1}{2}}+\frac{A_{1}}{\theta_{m n}}
$$

and

$$
A_{5}=4 \alpha^{* *}+\eta_{m n}\left(\alpha^{* *}\right)^{-\frac{d-2}{2}}+\frac{A_{1}}{\theta_{m n}}
$$

where $\alpha^{*}:=1 \wedge\left(\frac{(d-1) \eta_{m n}}{8}\right)^{\frac{2}{d+1}}$ and $\alpha^{* *}:=1 \vee\left(\frac{(d-2) \eta_{m n}}{8}\right)^{\frac{2}{d}}$. Define $N_{0}:=$ $\frac{(d-1)^{2}\left(A_{2}+A_{3}\right)^{2} 2^{d}}{64}$. Then for all $m, n$ such that $(m \wedge n)^{d+1}>N_{0}(m \vee n)^{d}$, it is easy to check that $\eta_{m n}<\frac{8}{d-1}$, which implies $\alpha^{*}=\left(\frac{(d-1) \eta_{m n}}{8}\right)^{\frac{2}{d+1}}$ and $\alpha^{* *}=1$. Therefore, for all $m, n$ such that $(m \wedge n)^{d+1}>N_{0}(m \vee n)^{d}$,

$$
A_{4}=A_{6} \eta_{m n}^{\frac{2}{d+1}}+\frac{A_{1}}{\theta_{m n}}
$$

and

$$
A_{5}=4+\eta_{m n}+\frac{A_{1}}{\theta_{m n}}
$$

where $A_{6}:=4\left(\frac{d-1}{8}\right)^{\frac{2}{d+1}}+\left(\frac{8}{d-1}\right)^{\frac{d-1}{d+1}}$. Using these results in (E.1), we have for all $m, n$ such that $(m \wedge n)^{d+1}>N_{0}(m \vee n)^{d}$,
$R_{m}\left(\mathcal{F}_{W},\left\{X_{i}^{(1)}\right\}_{i=1}^{m}\right) \leq A_{4} \leq \frac{A_{7}}{\theta_{m n}^{\frac{2}{d+1}} \phi_{m n}^{\frac{d-1}{d+1}}}+\frac{A_{1}}{\theta_{m n}}=A_{7} \frac{(m+n)^{\frac{d}{d+1}}}{\sqrt{m n}}+A_{1} \sqrt{\frac{m+n}{m n}}$,
where $A_{7}:=A_{6}\left(A_{2}+A_{3}\right)^{\frac{2}{d+1}}$.

## Appendix F: Proof of (3.11)

Define $\theta_{m n}:=\sqrt{\frac{m n}{m+n}}, \phi_{m n}:=\frac{\sqrt{m n}}{m+n}$ and $\eta_{m n}:=4-\frac{12 \sqrt{2} \phi_{m n}}{\theta_{m n}}$. We showed in (3.18) that for any $\alpha>0$,

$$
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \eta_{m n} \alpha+\frac{12}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R}\left(\frac{\sqrt{\eta \log 2}}{\varepsilon^{d / 2}}+\frac{2 \sqrt{R}}{\sqrt{\varepsilon}}\right) d \varepsilon+\frac{12 \sqrt{2} R}{\theta_{m n}}
$$

As in Appendix E, we consider three cases:
$\boldsymbol{d}=1:$ Define $A:=\sqrt{\eta \log 2}+2 \sqrt{R}$.

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \eta_{m n} \alpha+\frac{12}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R} \frac{A}{\sqrt{\varepsilon}} d \varepsilon+\frac{12 \sqrt{2} R}{\theta_{m n}} \\
& =\eta_{m n} \alpha-\frac{24 A \sqrt{\phi_{m n}}}{\theta_{m n}} \sqrt{\alpha}+\frac{24 A \sqrt{R}+12 \sqrt{2} R}{\theta_{m n}}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \inf _{\alpha>0}\left[\eta_{m n} \alpha-\frac{24 A \sqrt{\phi_{m n}}}{\theta_{m n}} \sqrt{\alpha}\right]+\frac{24 A \sqrt{R}+12 \sqrt{2} R}{\theta_{m n}} \\
& =\frac{144 A^{2}}{\theta_{m n}(12 \sqrt{2}-4 \sqrt{m+n})}+\frac{24 A \sqrt{R}+12 \sqrt{2} R}{\theta_{m n}}
\end{aligned}
$$

Since $m \wedge n>9$, we have $\frac{144 A^{2}}{\theta_{m n}(12 \sqrt{2}-4 \sqrt{m+n})}<\frac{6 \sqrt{2} A^{2}}{\theta_{m n}}$ and therefore,

$$
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq \frac{24 A \sqrt{R}+12 \sqrt{2} R+6 \sqrt{2}}{\theta_{m n}}
$$

$\boldsymbol{d}=\mathbf{2}:$ Define $B:=12(\sqrt{2} R+4 R+\log R \sqrt{\eta \log 2})$ and $C:=12 \sqrt{\eta \log 2}+$ $24 \sqrt{R}$.

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \eta_{m n} \alpha+\frac{12}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R}\left(\frac{\sqrt{\eta \log 2}}{\varepsilon}+\frac{2 \sqrt{R}}{\sqrt{\varepsilon}}\right) d \varepsilon+\frac{12 \sqrt{2} R}{\theta_{m n}} \\
& =\eta_{m n} \alpha-\frac{24}{\theta_{m n}}\left(\sqrt{\eta \log 2} \log \sqrt{\alpha \phi_{m n}}+2 \sqrt{R} \sqrt{\alpha \phi_{m n}}\right)+\frac{B}{\theta_{m n}} \\
& \leq \eta_{m n} \alpha-\frac{C}{\theta_{m n}} \log \alpha \phi_{m n}+\frac{B-48 \sqrt{R}}{\theta_{m n}}
\end{aligned}
$$

and therefore,

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \inf _{\alpha>0}\left[\eta_{m n} \alpha-\frac{C}{\theta_{m n}} \log \alpha \phi_{m n}\right]+\frac{B-48 \sqrt{R}}{\theta_{m n}} \\
& \leq \frac{C}{\theta_{m n}} \log (m+n)+\frac{B-48 \sqrt{R}+C-C \log (C / 4)}{\theta_{m n}}
\end{aligned}
$$

$\boldsymbol{d}>\mathbf{2}:$ Define $A_{1}:=\frac{24 \sqrt{\eta \log 2}}{d-2}$ and $A_{2}:=48 R+12 \sqrt{2} R-\frac{24 \sqrt{\eta \log 2} R^{\frac{2-d}{2}}}{d-2}$.

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) \leq & \eta_{m n} \alpha+\frac{12}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R}\left(\frac{\sqrt{\eta \log 2}}{\varepsilon^{d / 2}}+\frac{2 \sqrt{R}}{\sqrt{\varepsilon}}\right) d \varepsilon+\frac{12 \sqrt{2} R}{\theta_{m n}} \\
\leq & \eta_{m n} \alpha+\frac{12}{\theta_{m n}} \int_{\alpha \phi_{m n}}^{R} \frac{\sqrt{\eta \log 2}}{\varepsilon^{d / 2}} d \varepsilon+\frac{24 \sqrt{R}}{\theta_{m n}} \int_{0}^{R} \frac{1}{\sqrt{\varepsilon}} d \varepsilon \\
& +\frac{12 \sqrt{2} R}{\theta_{m n}} \\
= & \eta_{m n} \alpha+\frac{A_{1}}{\theta_{m n} \phi_{m n}^{\frac{d-2}{2}}}\left(\frac{1}{\alpha}\right)^{\frac{d-2}{2}}+\frac{A_{2}}{\theta_{m n}}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
R_{m n}\left(\mathcal{F}_{W} ;\left\{X_{i}\right\}_{i=1}^{N}\right) & \leq \inf _{\alpha>0}\left[\eta_{m n} \alpha+\frac{A_{1}}{\theta_{m n} \phi_{m n}^{\frac{d-2}{2}}}\left(\frac{1}{\alpha}\right)^{\frac{d-2}{2}}\right]+\frac{A_{2}}{\theta_{m n}} \\
& =A_{3} \frac{(m+n)^{\frac{d-1}{d}}}{\sqrt{m n}}+A_{2} \sqrt{\frac{m+n}{m n}}
\end{aligned}
$$

where $C:=\left(\frac{(d-2) A_{1}}{2}\right)^{2 / d}$ and $A_{3}:=2^{d-2}\left(C+A_{1} C^{\frac{2-d}{2}}\right)$.
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[^0]:    ${ }^{1}$ A function $k: S \times S \rightarrow \mathbb{R},(x, y) \mapsto k(x, y)$ is a reproducing kernel of the Hilbert space $\mathcal{H}$ if and only if the following hold: (i) $\forall y \in S, k(\cdot, y) \in \mathcal{H}$ and (ii) $\forall y \in S, \forall f \in \mathcal{H},\langle f, k(\cdot, y)\rangle_{\mathcal{H}}=$ $f(y)$. When a reproducing kernel exist, $\mathcal{H}$ is called a reproducing kernel Hilbert space, and is defined as the completion of the span of $k, \mathcal{H}=\overline{\operatorname{span}\{k(\cdot, y) \mid y \in S\}}$. It can be shown that a real-valued $k$ is a reproducing kernel if and only if it is symmetric and positive definite [6].

[^1]:    ${ }^{2}$ The margin is a technical term used to indicate how well the training sample can be separated. Large margin classifiers (i.e., smooth classifiers) are preferred as they generalize well to unseen samples (i.e., test samples). See [9, 37] for details.

[^2]:    ${ }^{3}$ The classification rule in (2.18) differs from the "classical" Parzen window classifier in two respects. (i) Usually, the kernel (called the smoothing kernel) in the Parzen window rule is translation invariant in $\mathbb{R}^{d}$. In our case, $S$ need not be $\mathbb{R}^{d}$ and $k$ need not be translation invariant. The rule in (2.18) can thus be seen as a generalization of the classical Parzen window rule. (ii) The kernel in (2.18) is positive definite unlike in the classical Parzen window rule where $k$ need not be so.

[^3]:    ${ }^{4}$ Note that for any $x \in S \subset \mathbb{R}^{d},\|x\|_{\infty} \leq \cdots \leq\|x\|_{s} \leq \cdots \leq\|x\|_{2} \leq\|x\|_{1} \leq \sqrt{d}\|x\|_{2}$. Therefore, $\forall s \geq 2, \mathcal{N}\left(\varepsilon, S,\|\cdot\|_{s}\right) \leq \mathcal{N}\left(\varepsilon, S,\|\cdot\|_{2}\right)$ and $\forall 1 \leq s \leq 2, \mathcal{N}\left(\varepsilon, S,\|\cdot\|_{s}\right) \leq \mathcal{N}(\varepsilon, S, \sqrt{d} \| \cdot$ $\left.\|_{2}\right)=\mathcal{N}\left(\varepsilon / \sqrt{d}, S,\|\cdot\|_{2}\right)$. Use $\mathcal{N}\left(\varepsilon, S,\|\cdot\|_{2}\right) \leq \gamma \varepsilon^{-d}$ [49, Lemma 2.5].

[^4]:    ${ }^{5}$ The explicit form for the $L_{1}$-Wasserstein distance in $(1.2)$ is known for $(S, \rho(x, y))=$ $(\mathbb{R},|x-y|)[47,48]$, and given as

    $$
    W_{1}(\mathbb{P}, \mathbb{Q})=\int_{(0,1)}\left|F_{\mathbb{P}}^{-1}(u)-F_{\mathbb{Q}}^{-1}(u)\right| d u=\int_{\mathbb{R}}\left|F_{\mathbb{P}}(x)-F_{\mathbb{Q}}(x)\right| d x
    $$

    where $F_{\mathbb{P}}(x)=\mathbb{P}((-\infty, x])$ and $F_{\mathbb{P}}^{-1}(u)=\inf \left\{x \in \mathbb{R} \mid F_{\mathbb{P}}(x) \geq u\right\}, 0<u<1$. However, the exact computation (in closed form) of $W_{1}(\mathbb{P}, \mathbb{Q})$ is not straightforward for all $\mathbb{P}$ and $\mathbb{Q}$. Note that since $\mathbb{R}^{d}$ is separable, by the Kantorovich-Rubinstein theorem, $W(\mathbb{P}, \mathbb{Q})=W_{1}(\mathbb{P}, \mathbb{Q}), \forall \mathbb{P}, \mathbb{Q}$.

[^5]:    ${ }^{6}$ Suppose $\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)$ is an estimator of $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})$. Then the mean squared error is given by $\mathbb{E}\left[\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}, \mathbb{Q}_{n}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right]^{2}$. Given $T$ pairs of samples, $\left\{\left(\left\{X_{i}^{(1)}\right\}_{i=1}^{m},\left\{X_{i}^{(2)}\right\}_{i=1}^{n}\right)_{j}\right\}_{j=1}^{T}$, the empirical mean squared error is computed as $\frac{1}{T} \sum_{j=1}^{T}\left[\gamma_{\mathcal{F}}\left(\mathbb{P}_{m}^{j}, \mathbb{Q}_{n}^{j}\right)-\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})\right]^{2}$, where $\mathbb{P}_{m}^{j}$ and $\mathbb{Q}_{n}^{j}$ represent the empirical measures based on $\left(\left\{X_{i}^{(1)}\right\}_{i=1}^{m},\left\{X_{i}^{(2)}\right\}_{i=1}^{n}\right)_{j}$.

[^6]:    ${ }^{7}$ Suppose $S=\mathbb{R}^{d}$ and let $\mathbb{P}, \mathbb{Q}$ be absolutely continuous w.r.t. the Lebesgue measure. Then, $T V(\mathbb{P}, \mathbb{Q})$ can be consistently estimated in a strong sense using the total variation distance between the kernel density estimators of $\mathbb{P}$ and $\mathbb{Q}$. This is because if $\widetilde{\mathbb{P}}_{m}$ and $\widetilde{\mathbb{Q}}_{n}$ represent the kernel density estimators associated with $\mathbb{P}$ and $\mathbb{Q}$, respectively, then $\mid T V\left(\widetilde{\mathbb{P}}_{m}, \widetilde{\mathbb{Q}}_{n}\right)$ $T V(\mathbb{P}, \mathbb{Q}) \mid \leq T V\left(\widetilde{\mathbb{P}}_{m}, \mathbb{P}\right)+T V\left(\widetilde{\mathbb{Q}}_{n}, Q\right) \xrightarrow{\text { a.s. }} 0$ as $m, n \rightarrow \infty$ (see [13, Chapter 6] and references therein).

[^7]:    ${ }^{8}$ Choosing $\mathcal{F}$ to be the set of all real-valued measurable functions on $S$ and $\phi(t)=0$ if $t=1$ and $+\infty$ if $t \neq 1$ yields $\gamma_{\mathcal{F}}(\mathbb{P}, \mathbb{Q})=D_{\phi}(\mathbb{P}, \mathbb{Q})=0$ if $\mathbb{P}=\mathbb{Q}$ and $+\infty$ if $\mathbb{P} \neq \mathbb{Q}$. It is easy to show that the converse also holds. For this choice of $\mathcal{F}$ and $\phi$, the IPM is trivially a $\phi$-divergence.

[^8]:    ${ }^{9}$ Given a set $S$, a metric for $S$ is a function $\rho: S \times S \rightarrow \mathbb{R}_{+}$such that (i) $\forall x, \rho(x, x)=0$, (ii) $\forall x, y, \rho(x, y)=\rho(y, x)$, (iii) $\forall x, y, z, \rho(x, z) \leq \rho(x, y)+\rho(y, z)$, and (iv) $\rho(x, y)=0 \Rightarrow x=y$. A pseudometric only satisfies (i)-(iii) of the properties of a metric. Unlike a metric space ( $S, \rho$ ), points in a pseudometric space need not be distinguishable: one may have $\rho(x, y)=0$ for $x \neq y$.

